Responses to referee comments on "Global Annual Mean Atmospheric Histories, Growth Rates and Seawater Solubility Estimations of the Halogenated Compounds HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116" by Pingyang Li et al.

We greatly thank four anonymous referees for your constructive suggestions and comments. Below, we address all the comments and describe our responses to them where we refer to the revised manuscript (Italic) by listing the page and line numbers of changes. Simple comments are sorted in “TECHNICAL CORRECTIONS” and done as it said. Similar comments are sorted together to be response, especially for the comments from Anonymous Referee #3. In the revised manuscript, all changes from the original text are marked.

Additional, we added two co-authors, Ray F. Weiss and Paul J. Fraser, as they contributed some important data and helped to revise the paper very carefully. We also changed the corresponding author to Toste Tanhua (ttanhua@geomar.de) as Toste is my supervisor and my email address may not be used after one or two years.

Anonymous Referee #1

“GENERAL COMMENTS”

Comment: The authors synthesize the atmospheric concentration history and review the solubility of HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116. This study is valuable as a first step of evaluating the utility of these compounds as oceanic transient tracers. Some revisions seem to be needed. In particular, the following two revisions are needed.

Response: We thank the Reviewer for the positive comments. Following are the responding responses to the comments.

Comment: First, estimate of Ostwald solubility coefficients by LFERs (Method II) should be revised. According to Abraham et al. (2001), the solvation parameter method of Abraham relies on two linear free energy relationships, LFERs, one for processes within condensed phases, Eq. (i), and one for processes involving gas to condensed phase transfer, Eq. (ii).

\[
\text{logSP} = c + eE + sS + aA + bB + vV \quad (i)
\]

\[
\text{logSP} = c + eE + sS + aA + bB + lL16 \quad (ii)
\]

Here L16 is the solute gas-hexadecane partition coefficient at 298 K; l is a coefficient for L16; and other coefficients and descriptors are the same as those described in the manuscript. Therefore, Ostwald solubility coefficients in pure water (L0) can be estimated by use of Eq. (ii) (processes involving gas to condense phase transfer), while salting-out coefficients (ks) can be estimated by use of Eq. (i) (processes within condensed phases). This point should be noted clearly in the manuscript.

In this study, as seen in Eqs. 10, 12 and 13 (Sect. 2.10.2), the relationship for water to solvent (processes within condensed phases, Eq. (ii)) was used to estimate Ostwald solubility coefficient in pure water (L0). It should be revised as mentioned above. Furthermore, Tables S2 and S4 should be revised. When Eq. (ii) is used to estimate L0, may the discussion in Sect. 3.3 (page 20), which includes a comparison between Method II and the Revised Method II, lead to the same result as described in the manuscript?

Response: Thank you very much for your suggestions. I understand you think that only Eq. (ii) can be used to estimate the Ostwald solubility coefficients from the expression in Abraham et al. (2001). But both Eq. (i) and Eq. (ii) can be used to do the estimations from Abraham’s more studies (Abraham et al., 1994; 2012). The abstract in Abraham et al. (1994) and Table 2 in Abraham et al. (2012) both described this. Actually, Abraham et al. (2001) also described this by reporting the water-gas partition coefficients of Eq. (i) in Table 1 and the gas-water partition
coefficients of Eq. (ii) in Table 2. In Table 1, the “solvent” in “water to solvent partition coefficients” could also be a gas phase.

Here we also explain this by the definition of gas-solvent partition coefficients. Gas–water, $K_w$, or gas–solvent, $K_s$, partition coefficients can be defined in terms of equilibrium concentrations of the solute, through Eq. (1).

$$K_s = \frac{\text{Conc. of solute in solvent, in mol dm}^{-3}}{\text{Conc. of solute in the gas phase, in mol dm}^{-3}}$$

The Ostwald solubility coefficients usually expressed as the gas-water partition coefficients. Based on the above definition, the values calculated from Eq. (i), water-gas partition coefficients, should be the reciprocal of the real solubility coefficients. But they are not. When Abraham dealt this in studies (Abraham et al., 1994; 2001; 2012), he already treated the $SP$ in Eq. (i) as the Ostwald solubility coefficients. So now we know that both $SP$ estimated from Eq. (i) and Eq. (ii) could be the Ostwald solubility coefficients.

In order to explain it more clearly in the revised manuscript, we added the Eq. (ii) to estimate the Ostwald solubility coefficients ($L_0$) and compared the results to the ones calculated by equations based on $V$ (Eq. (i)) and $V_c$ (Table 4).

In order to describe Section 2.7.2 more clearly, we also adjust the text. This addition and comparison don’t influence the final results as the Ostwald solubility coefficient estimated by the equation based on the $V_c$ (the Revised Method II) for most compounds is the best method for the pp-LFERs model method. While compared with the pp-LFERs model method, the CGW model method for estimation of water solubility is the better one to be chosen for Combined Method (Table S4).

Comment: Second, hydrolysis of HCFC-22 should be taken into consideration in the discussion of transient tracer potential (for example, Sect. 3.4) because rate constants for hydrolysis of HCFC-22 in alkaline aqueous solutions are much larger than those for hydrolysis of other HCFCs and HFCs [for example, le Noble, W. J. Am. Chem. Soc., 87, 2434-2438 (1965); Kutsuna, S. et al. Int. J. Chem. Kinet. 43, 639-647 (2011)].

May hydrolysis of HCFC-22 in seawater make a significant influence on transient tracer potential of HCFC-22? If hydrolysis of HCFC-22 is significant, what would be expected when HCFC-22 is used as a transient tracer?

Response: Thank you very much for your question. We also aware of this issue.

le Noble (1965) studied the effects of hydrostatic pressure on the rate constants of the base-catalyzed and neutral hydrolysis of HCFC-22. The rate constants of hydrolysis decrease with increasing of pressure in water at 25 °C. When HCFC-22 was in the 0.06 N aqueous sodium hydroxide solutions, it was deduced that substrate decomposed at least 90 % to form ion. Kutsuna et al. (2011) concluded that the removal efficiency of HCFC-22 directly through the hydrolysis in alkaline aqueous is higher than previously expected temperature, such as 353 K.

When le Noble (1965) and Kutsuna et al. (2011) discussed the rate constants for hydrolysis of HCFC-22 in alkaline aqueous, the aqueous is 0.06 N and 0.25-7 mM aqueous NaOH solutions, that is, pH is 12.78 and in the range of 10.4-11.85, respectively. However, seawater pH is typically limited to a range between 7.5 and 8.4. Moreover, ocean acidification, an emerging global problem, is getting worse. The rate constants for hydrolysis of HCFC-22 in different concentrations of alkaline aqueous would be different.

As far as we know from previous studies, HCFCs, HFCs and PFCs are relatively stable in seawater as the ocean partial lifetimes (partial atmospheric lifetimes with respect to oceanic uptake) of HCFCs and HFCs ranged from thousands to millions of years (Table 1) and PFCs have atmospheric lifetimes on the order of thousands of years and very low solubility in seawater. However, the ocean partial lifetimes were estimated without considering the biological degradation of most of these compounds in the ocean as they have not been investigated. We know from the experience with CFC-113 and CCL4, for instance, that the half time of tracers in seawater can be lower than initially predicted. This manuscript is already very long, and we focus on the source of the tracers, i.e. the atmospheric history and the solubility, in this paper. We will discuss measurements (techniques, constraints, possibilities etc.) and sinks in a follow up paper that we are preparing right now. For instance, we will discuss the stability of these compounds by comparing to measurements of SF6 and CFC-12 from ocean samples collected during a few years from 3 different oceans.
Based on above discussion, “As shown in Table 1, the atmospheric lifetimes of HCFCs and HFCs with respect to hydrolysis in seawater are very long (Yvon-Lewis and Butler, 2002; Carpenter et al., 2014), ranging from thousands to millions of years, indicating that HCFCs and HFCs are relatively stable in the seawater. PFCs have atmospheric lifetimes on the order of thousands of years and very low solubilities in seawater.” have been added at page 4, line 19-22.

“SPECIFIC COMMENTS”
Comment: Page 4, lines 21-22: Combustion in thermal power station has been pointed out as a tropospheric sink of PFCs [Ravishankara, A. R. et al., Science, 259, 194-199 (1993)]. It should be cited.
Response: “Combustion in thermal power stations has been pointed out as a tropospheric sink of PFCs (Cicerone, 1979; Ravishankara et al., 1993; Morris et al., 1995)” has been added at page 4, line 16-17.

Comment: Page 4, lines 28-30, “Cutting the production and consumption of HFCs by more than 80 % over the next 30 years under the Kigali amendment of the MP”: Under the Kigali amendment, the amount of cutting the production and consumption of HFCs is based on the amount scaled by GWP of each HFC. This point had better be described.
Response: “Because of the high GWP of HFCs, 197 countries recently committed to cutting the production and consumption of HFCs by more than 80 % over the next 30 years under the Kigali amendment of the MP. Developed countries will reduce HFC consumption beginning in 2019.” has been changed to “Because of the high GWP of HFCs, 197 countries recently committed to cutting the production and consumption of HFCs by more than 80% over the next 30 years under the Kigali amendment of the MP, although not all of these countries have ratified this Amendment. The reductions in HFC production and consumption are based on GWP-weighted quantities. Developed countries that have ratified the Amendment have agreed to reduce HFC consumption beginning in 2019.” at page 4, line 26-30.

Comment: Page 5, lines 17-18: Why were the same AGAGE calibration scales used by converting NOAA and UEA data to the AGAGE scale? Is the reason explained somewhere in the manuscript?
Response: NOAA and UEA data are converted to AGAGE scale as all target compounds are reported in the AGAGE network but only five and three target compounds are reported separately in the NOAA and the UEA network.
“In order to provide a comprehensive and consistent view of halogenated compounds atmospheric distribution and changes over time, ambient air measurements published by the Advanced Global Atmospheric Gases Experiment (AGAGE), the Scripps Institution of Oceanography (SIO), the Commonwealth Scientific and Industrial Research Organization (CSIRO), the National Oceanic and Atmospheric Administration (NOAA) and University of East Anglia (UEA) are all considered in this study.” has been changed to
“In order to provide a comprehensive and consistent view of halogenated compounds atmospheric distribution and changes over time, ambient air measurements published by the Advanced Global Atmospheric Gases Experiment (AGAGE), the Scripps Institution of Oceanography (SIO), the Commonwealth Scientific and Industrial Research Organization (CSIRO), the National Oceanic and Atmospheric Administration (NOAA) and University of East Anglia (UEA) are considered in this study. The calibration scale differences of these networks in the form of scale conversion factors are determined. SIO and CSIRO data are reported on AGAGE scales. NOAA and UEA data are converted to AGAGE scales by these conversion factors.” at page 5, line 9-15.

Comment: Page 10, line 3, “The ionic strength of seawater (Iv, in g L\(^{-1}\)): The unit of ionic strength should be checked.
Response: From the empirical equation (7), the ionic strength of a gas (I\(_v\)) in seawater is g L\(^{-1}\).
\( \rho = \rho_0 + DS + ES^{3/2} + FS \) (8)

Here \( \rho \) is the density of seawater in kg m\(^{-3} \), from 0 to 40 °C and from 0.5 to 43 salinity (S), have been used to determine a new 1-atm equation of state for seawater.

\[
D = 8.24493 \times 10^{-1} - 4.0899 \times 10^{-3} t + 7.6438 \times 10^{-5} t^2 - 8.2467 \times 10^{-7} t^3 + 5.3875 \\
\times 10^{-9} t^4
\]

\[
E = -5.72466 \times 10^{-3} + 1.0227 \times 10^{-4} t - 1.6546 \times 10^{-6} t^2
\]

\[
F = 4.8314 \times 10^{-4}
\]

And \( \rho_0 \) is the density of water (Bigg, 1967).

\[
\rho_0 = 999.842594 + 6.793952 \times 10^{-2} t - 9.095290 \times 10^{-3} t^2 + 1.001685 \times 10^{-4} t^3 \\
- 1.120083 \times 10^{-6} t^4 + 6.536336 \times 10^{-9} t^5
\]

where \( t \) is the temperature in degree Celsius (°C).

**Comment:** Page 10, Eq. (8): DS, ES and FS seems to need definition.

**Response:** Eq. (8) is the equation of state of seawater. We decide to delete it in the revised manuscript and only cite papers because the equation can be found in the oceanographic textbook. For more detail, see Millero and Poisson (1981).

\[
\rho = \rho_0 + DS + ES^{3/2} + FS
\]

**Comment:** Page 10, line 13, unit of the McGowan’s characteristic molar volume in Eq. 8: According to Abraham et al. (2001), unit of the McGowan’s characteristic molar volume is not cm\(^3\) mol\(^{-1}\)/100 but dm\(^3\) mol\(^{-1}\)/100. The unit should be checked.

**Response:** According to the original studies (Abraham and McGowan, 1987; McGowan and Mellors, 1986) and other newer studies (Abraham et al., 2012; Abraham et al., 2004), units of the McGowan’s characteristic molar volumes are cm\(^3\) mol\(^{-1}\)/100. It seems that the unit in Abraham et al. (2001) was wrongly written.

**Comment:** Page 12, line 34, Figures 2-9: The method to calculate IHG and its error (gray parts in Figures 2-9) seem to need explanation.

**Response:** “Inter-hemispheric gradients (IHG) are estimated from the annual mean atmospheric mole fractions of a gas in the NH minus the annual mean in the SH in the same year (Fig. 2a-h). Errors of the IHG were estimated based on error propagation of the annual means in the NH and the SH in the same year (Fig. 2a-h).” has been added at page 14, line 30-32.

In order to describe it more detailed, we also added the estimated method of uncertainties of hemispheric annual means in Sect. 2.6.

**Comment:** Page 14, line 11: What does it mean by “30% (median) larger”? It seems to need more explanation.

**Response:** The atmospheric mole fractions for HCFC-142b in the NH divided into the ones in the SH for each year. A series of multiples are obtained. The median of the series of multiples minus one would be the percentage. It is 30 % for HCFC-142b based on the old method, but it is 6 % based on the new method. Following are discussed based on the old results. The whole sentence means that the annual mean atmospheric mole fractions for HCFC-142b in the NH are 30 % larger than those in the SH in the same year, and the 30 % is calculated based on the median value.

The median may be thought of as the "middle" value for a data set. It can be used to express the distribution based on the positions of values rather than values themselves. For average, it is easy to be influenced by an extraordinarily high or low value.

For example, the annual mean atmospheric mole fractions for HCFC-142b in the NH are 30 % larger than those in the SH in the same year based on the median. When it is the average, the percentage goes up to 75 %. That is, the annual mean atmospheric mole fractions for HCFC-142b in the NH are 75 % larger than those in the SH in the same year. This result seems to be unreasonable.
In order not to be misunderstood, similar sentences were deleted in the revised manuscript.

**Comment:** Page 16, lines 27-29: Atmospheric lifetime of HFC-23 is much longer than that of HFC-134a. Hence, time-profiles are expected to be different between HFC-134a and HFC-23 after the consumption restrictions imposed by the 2016 Kigali Amendment to the Montreal Protocol. This point should be discussed.

**Response:** “Since the atmospheric lifetime of HFC-23 is much longer than that of HFC-134a, time-profiles and IHG change are expected to be a little different between HFC-134a and HFC-23.” has been added at page 17, line 26-27.

**Comment:** Page 16, lines 34-35, “the growth rates in both hemispheres are really similar”: Do the growth rates mean those of HFC-125 or some target compounds? What does it mean by “really similar”?

**Response:** The growth rates mean those of all target compounds. This sentence was deleted. Following sentences has been added at page 17, line 8-13.

“From Fig. 2a-h, it is clear that the mole fractions for target compounds in the NH are always larger than those in the SH but follow similar trends; the growth rates in both hemispheres are also similar, lagged in the SH, and the trends in IHG and in emissions/growth rates are very similar. This behavior is because the majority of the emissions (typically > 95%) occur in the NH extra-tropics (O’Doherty et al., 2009; Saikawa et al., 2012; Carpenter et al., 2014; UNEP, 2018) and the interhemispheric mixing time is around one or two years. Thus the larger (the increase) in emissions in the NH, the higher the resultant IHG.”

**Comment:** Page 17, lines 28-29, “For compounds with shorter lifetimes. . .”: This sentence is difficult to understand. It should be revised.

**Response:** In order not to be misunderstood, the sentence was deleted in the revised manuscript.

**Comment:** Page 18, lines 7-9: The experimental data for HFC-125 are scattered as seen in Fig. S5. This point had better be described more clearly.

**Response:** “For HFC-125, three fitted curves are shown in Fig. S2e, reflecting that data obtained by different methods do not agree with each other. Curve 1 includes data from Miguel et al. (2000), where the $\phi$-\$\phi$ approach (the fugacity coefficient - fugacity coefficient method) has been used to predict the experimental results and the fugacity coefficients were calculated using a modified version of the Peng-Robinson equation of state, and Battino et al. (2011) where the data were collected from the International Union of Pure and Applied Chemistry (IUPAC) Solubility Data Series and, in some cases, as averages or estimates. Curve 2 includes data from Mclinden (1990) obtained from the vapour pressure of the pure substance divided by aqueous solubility (sometimes called VP/AS), and HSDB (2015) where the data were calculated with the quantitative structure–property relationship (QSPR) or a similar theoretical method. Curve 3 includes data from Reichl (1995) and Abraham et al. (2001)-observed, which are both measured values from original publications. Considering that the data which were based on measurements match with our results (Fig. S2e) calculated by Method II (only based on the physical properties of compounds), Curve 3 (the curve in the bottom) is chosen as the water solubility fit.” has been added at page 18, line 24-34.

**Comment:** Page 18, lines 37-38: The dipolarity/polarizability (S) for C2F6 was estimated to be equal to the average of the S of CF4 and C3F8. This estimate might have substantial errors. Influence of errors of S on the salting-out coefficients of C2F6 should be evaluated.

**Response:** The general errors of $S$, $A$, $B$ are thought to be 0.03 (Abraham et al., 1998; 2001). We assume that the error for each is 0.01 when $S$, $A$ and $B$ are all not zero and we assume that the error is 0.03 for $S$ and 0 for $A$ and $B$.
when $S$ is not zero but $A$ and $B$ are both zero. So the error of $S$ would be both 0.03 for CF$_4$ and C$_3$F$_8$. The error of $S$ for C$_2$F$_6$ is calculated to be 0.02 by the following equation:

$$
\sigma_{C_2F_6} = \frac{1}{2} \sqrt{\sigma_{CF_4}^2 + \sigma_{C_3F_8}^2}
$$

“and the error for the estimate of $S$ is estimated to be 0.02 based on the error propagation” has been added at page 19, line 23-24.

**Comment:** Page 19, line 32: How is uncertainty from salting-out coefficients estimated? It seems to need more explanation.

**Response:** In the original manuscript, the descriptors $E$, $S$, $A$, $B$ and $V$ are thought to be constants shown in Table 4 without errors because they are always the same values in different temperatures. The uncertainties of salting-out coefficients were estimated based on the errors of coefficients $c$, $e$, $s$, $a$, $b$ and $v$ (Table 3 in the revised manuscript) when the temperature is 2 K. It was calculated by

$$
\sigma_{K_s} = \sigma_c + E \sigma_e + S \sigma_s + A \sigma_a + B \sigma_b + V \sigma_v
$$

Based on the propagation of uncertainty, the method above was wrong. The uncertainties of salting-out coefficients should be calculated by

$$
\sigma_{K_s} = \sqrt{\sigma_c^2 + E^2 \sigma_e^2 + S^2 \sigma_s^2 + A^2 \sigma_a^2 + B^2 \sigma_b^2 + V^2 \sigma_v^2}
$$

But in the revised manuscript, we would like to change the estimation method of the uncertainties of salting-out coefficients considering the errors of descriptors. Abraham et al. (2001) though that it is not easy to calculate the error in the descriptors as all the descriptors are calculated simultaneously. $E$ is calculated without error. $V$ is the McGowan’s characteristic molar volume in cm$^3$ mol$^{-1}$/100 without error. The general errors of $S$, $A$, $B$ are thought to be 0.03 (Abraham et al., 1998; Abraham et al., 2001). We assume that the error for each is 0.01 when $S$, $A$ and $B$ are all not zero. The uncertainty of salting-out coefficients could be calculated by

$$
\sigma_{K_s} = \sqrt{\sigma_c^2 + E^2 \sigma_e^2 + S^2 \sigma_s^2 \left( \frac{\sigma_s}{S} \right)^2 + \left( \frac{\sigma_s}{S} \right)^2 \left( \frac{\sigma_s}{A} \right)^2 + \left( \frac{\sigma_s}{A} \right)^2 \left( \frac{\sigma_s}{B} \right)^2 + \left( \frac{\sigma_s}{B} \right)^2 + V^2 \sigma_v^2}
$$

We assume that the error is 0.03 for $S$ and 0 for $A$ and $B$ when $S$ is not zero but $A$ and $B$ are both zero. The uncertainty of salting-out coefficients could be calculated by

$$
\sigma_{K_s} = \sqrt{\sigma_c^2 + E^2 \sigma_e^2 + S^2 \sigma_s^2 \left( \frac{\sigma_s}{S} \right)^2 + \left( \frac{\sigma_s}{S} \right)^2 \left( \frac{\sigma_s}{A} \right)^2 + \left( \frac{\sigma_s}{A} \right)^2 \left( \frac{\sigma_s}{B} \right)^2 + B^2 \sigma_b^2 + V^2 \sigma_v^2}
$$

“We is not easy to calculate the error in the descriptors as all the descriptors are calculated simultaneously (Abraham et al., 2001). $E$ is calculated without error. $V$ is the McGowan’s characteristic molar volume without error. The general errors of $S$, $A$, $B$ are thought to be 0.03 (Abraham et al., 1998; 2001). We assume that the error for each is 0.01 when $S$, $A$ and $B$ are all not zero and we assume that the error is 0.03 for $S$ and 0 for $A$ and $B$ when $S$ is not zero but $A$ and $B$ are both zero. So the uncertainties of salting-out coefficients could be calculated by error propagation based on different functions.” has been added at page 13, line 13-18.

**Comment:** Supplement, Eq. (2): What does it mean by $i = 0$ in summation?

**Response:** No meaning. We changed it to start with $i=1$.

“TECHNICAL CORRECTIONS”

**Comment:**

Page 5, line 21: “can used” is “can be used”.

Page 6, line 32: “fin air” is “firm air”.

**Comment:**
Page 12, line 11: “By combining Eq. (4), (12) and (14)” may be “By combining Eqs. (4), (14) and (16)”.
Page 12, line 39 – page 13, line 1: “hemispheric” is “hemisphere”.
Page 13, line 21; page 13, line 39: “This consistent” is “This is consistent”
Page 15, line 13: “These consistent” is “These are consistent”
Page 16, line 17: “0.038 ± 0.007” is “0.138 ± 0.007”.
Page 16, line 17: “0.033 ± 0.008” is “0.133 ± 0.008”.
Page 16, line 34: “This could attributed” is “This could be attributed”.
Page 17, line 9: “This consistent” is “This was consistent”.
Page 17, line 13: “countries, Moreover,” is “countries. Moreover,”.
Page 18, line 9: “is chose” is “is chosen”.
Page 18, line 32: “298.15-338.15 K” is “273.15-313.15 K”.
Page 19, line 31: “9.0695e-05” is “9.0695 × 10−5”.
Page 19, line 31: “9.1858e-05” is “9.1858 × 10−5”.
Page 21, line 38: “can be also be” is “can also be”.

**Response:** All technical notes and suggestions have been fully implemented.

**Anonymous Referee #2**

**Comment:** This work the authors compile a large set of data to investigate the atmospheric history, growth rates, seawater solubility of a series of halocarbons. These are useful information to start understanding the suitability for these gases to be used as tracers. The paper is well-written, although I found that since a major motivation for the authors to investigate all these parameters was to assess the possibility to use these halocarbons as tracers, the title should be modified to reflect this. This paper presented an important initial step to assess the new generation of ocean tracers and should be published after minor revisions.

**Response:** We thank the Reviewer for the positive comments. The title is changed to be as “Atmospheric Histories, Growth Rates and Solubilities in Seawater and other Natural Waters of the Potential Transient Tracers HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116”.

**Comment:** Page 5 lines 3 to 5: the terminology of “mid-February” and “mid-August” used to define means from January to March and July to September is focusing. I suggest the authors use a different terminology for these.

Page 12 lines 30 to 33: Similar to Page 5, why use such terminology? The “mid-year” mean definition for average of the monthly means also sound confusing.

**Response:** The terminology of “mid-February”, “mid-August” and “mid-year” changed to “JFM means”, “JAS means” and “annual means”.

**“TECHNICAL CORRECTIONS”**

**Comment:**

Page 6 line 33: should read “The firn air data. . .”
Page 12 line 23: should read “Based on this, we reconstructed. . .”
Figures 2 through 9 and 12, a and b should be labeled.
Page 13 line 30: Define “S-Shape” here, as later in the paper, the authors mentioned it means Sigmoidal, and this should be defined before the “S-shape” terminology is used.
Page 21 line 38: suggest revise to “because it is extremely volatile, therefore, it is difficult to trap and separate chromatographically”
Page 21 line 41: suggest revise to “. . .are only two of the many requirements. . .”
**Response:** All technical notes and suggestions have been fully implemented.

**Anonymous Referee #3**

**Comment:** While the overall goal of this paper is very worthwhile, there are many issues listed below by page (P), line (L) and Table numbers (especially the major points indicated) that need to be addressed before this paper is acceptable for OS.

**Response:** We thank the Reviewer for the comments. Following are the responding responses to the comments.

**Comment:** P2 L20: MAJOR POINT-1. This is reasonable for all species for oceanic production, and for PFCs for oceanic destruction. But you provide no evidence that non-negligible destruction is ruled out for the HCFCs and HFCs that could be e.g. prone to hydrolysis. Provide this evidence or state up front that the use of these species as ocean tracers depends on their verification as stable in ocean water.

**Response:** Thank you very much for your question. We also aware of this issue. As far as we know from previous studies, HCFCs, HFCs and PFCs are relatively stable in seawater as the ocean partial lifetimes (partial atmospheric lifetimes with respect to oceanic uptake) of HCFCs and HFCs ranged from thousands to millions of years (Table 1) and PFCs have atmospheric lifetimes on the order of thousands of years and very low solubility in seawater. However, the ocean partial lifetimes were estimated without considering the biological degradation of most of these compounds in the ocean as they have not been investigated. We know from the experience with CFC-113 and CCl$_4$, for instance, that the half time of tracers in seawater can be lower than initially predicted. This manuscript is already very long, and we focus on the source of the tracers, i.e. the atmospheric history and the solubility, in this paper. We will discuss measurements (techniques, constraints, possibilities etc.) and sinks in a follow up paper that we are preparing right now. For instance, we will discuss the stability of these compounds by comparing to measurements of SF$_6$ and CFC-12 from ocean samples collected during a few years from 3 different oceans.

Based on above discussion, “As shown in Table 1, the atmospheric lifetimes of HCFCs and HFCs with respect to hydrolysis in seawater are very long (Yvon-Lewis and Butler, 2002; Carpenter et al., 2014), ranging from thousands to millions of years, indicating that HCFCs and HFCs are relatively stable in the seawater. PFCs have atmospheric lifetimes on the order of thousands of years and very low solubilities in seawater.” have been added at page 4, line 19-22.

**Comment:** P5 L3-6: MAJOR POINT-2. But you need to calculate polar air concentrations (where oceanic downwelling maximizes) and not entire extratropical averages. This would best be done by assimilation of all station data into a 2D or 3D model, or at least by using the high latitude AGAGE and NOAA station data only (see also the later P6 L38 comment).

**P5 L14-20:** The case for differences from the prior Meinshausen et al, 2017 study would be strengthened by addressing MAJOR POINT-2.

**P6 L38 to P7 L2:** MAJOR POINT-2 again. I do not understand why you are using only these AGAGE stations and NOAA sampling sites and neglecting AGAGE (e.g. Ny Alesund) and NOAA sites much closer to the polar downwelling regions?

**Response:** The main purpose of the paper is to reconstruct the atmospheric histories of target compounds for their potential to be transient tracers. As Walker et al. (2000) and Bullister (2015) did for CFCs and CCl$_4$, we also used the data from MHD, THD and CGO to reconstruct the annual means atmospheric mole fractions in NH and SH for HCFCs, HFCs and PFCs.

Although it is very cold in polar areas, there is very little water formation in the polar regions; in the south there is a continent, and in the north there is strong stratification preventing deep water formation. In fact, most deep and
intermediate water formation takes place in the Labrador Sea, the Greenland Sea and in the Southern Ocean; at high latitudes, but not polar. Actually, the latitude of Mace Head is similar to the deep water formation region of the Labrador Sea.

From the selected sites for in situ or flask measurements, we reconstructed the atmospheric histories for the mid-latitude area. But actually the archived air and firn air measurements and model results are from extra-tropical regions (30°-90°). The compiled atmospheric mole fraction histories of compounds in this paper could represent the ones for extra-tropical regions.

But if someone thought that it can only represent the atmospheric history of compounds in the mid-latitude area and he or she wants to do more research for other areas (such as polar area), the latitude gradients could be used from Meinshausen et al. (2017). For example, if someone would like to work exactly on the Antarctic Intermediate Water (AAIW), the Antarctic Bottom Water (AABW) and the Weddell Sea Bottom Water (WSBW) at around 60-75°S in the south, or the Greenland Sea Deep Water (GSDW) and the Labrador Sea Water (LSW) at around 60-75°N in the north, he or she could plus or minus values from latitude gradients shown in the Supplement figures from Meinshausen et al. (2017).

Actually, scientists also took into account the correct input function (atmospheric history) of the source regions when they use CFC-12 and SF$_6$ as oceanic transient tracers (Stöven and Tanhua, 2014).

Comment: Also, MAJOR POINT-3, how are you weighting the ability of the NOAA (4 samples/month?) and AGAGE (900 samples/month?) measurements for computing monthly means? Surely the AGAGE monthly means are much more precise.

Response: In the original manuscript, the monthly average of an in situ data series with around 900 measurement points from the AGAGE got the same weight as the monthly average from a flask measurement program with few observations from NOAA.

In the revised manuscript, we combined the datasets to create monthly averages and standard deviations at the same hemisphere using the number of measurement-weighted averages when there were measurements from multiple different networks and sites.

We also updated our method as written in Sect. 2.6.

Comment: P8-P9 Section 2.9 & Supplement S1: This old smoothing spline method is not very powerful compared to recent machine learning methods (e.g. Bodesheim et al, https://www.earth-syst-sci-data.net/10/1327/2018/).

Response: Following your advice, we read the paper very carefully. Bodesheim et al. (2018) proposed the random forest regression model to predict the diurnal cycles in high-solution based on large-scale regression models. The predicted output can be obtained from the function:

$$ y^* = \frac{1}{T} \sum_{t=1}^{T} y_t^* $$

Inspired by this method, we found that we only have a decision tree. In order to avoid overfitting, the decision tree can be resampled (bootstrap aggregating or bagging) to obtain more trees and then we could do the regression. This method may be called Decision Tree Regression or Regression Tree Analysis. Following are the estimated results. We compared them with the results from our old method and a new method (Take atmospheric mole fractions of HCFC-22 in NH for example).
Fig. 1 Comparison between the smoothing spline fit and the decision trees regression on the atmospheric mole fractions of HCFC-22 in NH based on the old data and new data. The difference between old data and new data is that the new data is the number of measurements-weighted monthly averages on the AGAGE in situ monthly means and the NOAA flask monthly mean in recent decades, and the polluted data from the NOAA flask measurements were removed in advance.

From Fig. 1, no matter for old data or new data, the total errors of estimations from decision trees regression are higher than the ones from smoothing spline fit. Based on the errors comparison, we prefer smooth spline fit. About the method, we tried the polynomial fit, non-linear regression and smoothing spline. Following your advice, we tried decision trees regression. As our data are unevenly distributed, that is to say, we have more data with more precise in recent decades, while prior this time the data are less with less precise. For polynomial fit and non-linear regression with empirical functions, we could obtain good fit results in recent decades, while the predictions are really bad when there are fewer data. The same situation happens to decision trees regression. We thought the estimations from the three methods will be better if the original data could be more evenly distributed. Considering the purpose of the study, the smoothing spline fit works better for our estimation.

Comment: Also, the method appears to be using only the station/sample measurement precisions in computing the errors (see MAJOR POINT-3 about these). Also, MAJOR POINT-4, there is an additional error (“representation error”) that takes into account that these point station measurements are not measuring the large volume of the
surface atmosphere (extratropical, polar regions) that you are implicitly presuming that they do. In inverse and assimilation techniques these representation errors usually dominate the total measurement error except when mole fraction gradients are negligible (i.e. emissions are negligible). Thus, the errors you are reporting are lower limits to the real errors.

Response: The errors are re-calculated as written in Sect. 2.6. The error for latitude gradients is not easy to estimate. If we think about the errors in latitude gradients based on the study (Meinshausen et al., 2017), the errors will be really significant.

Comment: P22 L4-7: This conclusion suggesting “in a way that is optimized” is presently debatable given MAJOR POINTS 2, 3, 4.

Response: It is not optimized. The hemispheric annual means were calculated to be the source functions of transient tracer studies rather than the real hemispheric means based on all the atmospheric observations themselves.

Comment: P8 L5-18: Some/many of these appear out of date. Check Prinn, Weiss et al, 2018b (their Section 2.6) for SIO-year calibrations, and their Table 5 for latest AGAGE/NOAA conversion factors. Table 3: Some/many of these may be out of date. Check Prinn, Weiss et al, 2018b Section 2.6 for SIO (year) values and Table 5 for AGAGE/NOAA conversion factors.

Response: The AGAGE/NOAA conversion factors have been changed for Section 2.5 and Table 2.

“TECHNICAL CORRECTIONS”

Comment:
P3 L5: P4: Please also cite relevant ALE/GAGE/AGAGE papers.
P3 L13: Please also cite relevant ALE/GAGE/AGAGE papers.
P3 L21: “They” not “He”
P4 L14: Need references for this doubling statement.
P5 L35: Change to Prinn, Weiss et al 2018a (new CDIAC website) and add Prinn, Weiss et al 2018b (references are given at end of this review).
P5 L38-39: Much more relevant for making this point are the Prinn, Cunnold et al 1992 and Prinn, Weiss et al 2000 studies for the Samoa and Barbados sites showing the way ENSO and Atlantic Hurricanes enhance interhemispheric mixing and thus affect the measurements at these stations.
P6 L10-11: Add Prinn, Weiss et al, 2018b (their Table 1) reference for precisions of ALL 8 of your compounds.
P8 L5: Please reference instead of the main AGAGE website (agage.mit.edu) that connects to this daughter website only after potential users have read the substantial guidelines for ethical use of AGAGE data on the main website. Tables 2a-2h: Change Prinn et al, 2016 to Prinn, Weiss et al 2018a (new CDIAC website) and add Prinn, Weiss et al 2018b (ESSD paper).

Response: All technical notes and suggestions have been fully implemented.

Anonymous Referee #4

Comment: The authors have provided two important components for the use of eight halogenated compounds as tracers of ocean circulation. They have reconstructed the atmospheric source functions and estimated their solubilities in water and seawater. These two items should enable reconstructions of the surface seawater concentrations of these compounds as a function of time. However the utility of these compounds as transient tracers depends more strongly on whether they are conservative in seawater, and whether they can be precisely and
accurately measured on relatively small volumes of seawater in a timely fashion. A cautionary tale can be found in the use of CFC-113 as a tracer in the ocean. A great deal of time and effort went into developing the analytical method and determining its solubility. However CFC-113 exhibits non-conservative behavior in seawater. This paper needs to be revised before publication. There are a few scientific issues to be addressed and numerous grammatical corrections.

Response: We thank the Reviewer for the comments. As far as we know from previous studies, HCFCs, HFCs and PFCs are relatively stable in seawater as the ocean partial lifetimes (partial atmospheric lifetimes with respect to oceanic uptake) of HCFCs and HFCs ranged from thousands to millions of years (Table 1) and PFCs have atmospheric lifetimes on the order of thousands of years and very low solubility in seawater. However, the ocean partial lifetimes were estimated without considering the biological degradation of most of these compounds in the ocean as they have not been investigated. We know from the experience with CFC-113 and CCl₄, for instance, that the half time of tracers in seawater can be lower than initially predicted. This manuscript is already very long, and we focus on the source of the tracers, i.e. the atmospheric history and the solubility, in this paper. We will discuss measurements (techniques, constraints, possibilities etc.) and sinks in a follow up paper that we are preparing right now. For instance, we will discuss the stability of these compounds by comparing to measurements of SF₆ and CFC-12 from ocean samples collected during a few years from 3 different oceans.

Based on above discussion, “As shown in Table 1, the atmospheric lifetimes of HCFCs and HFCs with respect to hydrolysis in seawater are very long (Yvon-Lewis and Butler, 2002; Carpenter et al., 2014), ranging from thousands to millions of years, indicating that HCFCs and HFCs are relatively stable in the seawater. PFCs have atmospheric lifetimes on the order of thousands of years and very low solubilities in seawater.” have been added at page 4, line 19-22.

Scientific Issues:
Comment: Why not direct the reader to the AGAGE website (https://agage.mit.edu/data/agage-data) for the recent atmospheric measurements?
Response: P6, L6-7, “where historic and newest atmospheric measurements are reported” has been added behind “The data are available at the AGAGE website (http://agage.eas.gatech.edu/data_archive/)”.

Comment: Why were these eight compounds chosen out of the many compounds measured by AGAGE?
Response: The atmospheric mole fractions of CFCs, HCFCs, HFCs, PFCs, Halons, very short-lived compounds (-Cl, -Br, -I) are reported by the AGAGE website (https://agage.mit.edu/data/agage-data). CFCs have been studied for transient tracers since the 1980s. Halons are not suitable for tracer studies because their atmospheric mole fractions are decreasing obviously. The very short-lived compounds (-Cl, -Br, -I) are also not proper to be alternative tracers because their lifetimes are too short and they are not stable in seawater apparently. Thus HCFCs, HFCs and PFCs are chosen as the potential transient tracers. Besides, the atmospheric mole fractions of most HCFCs, HFCs and PFCs are increasing in the atmosphere.

For HCFCs, the atmospheric mole fractions of only HCFC-22, HCFC-141b and HCFC-142b are reported. For HFCs, HFC-134a is the most abundant HFC in the atmosphere. The trends of atmospheric mole fractions of HFC-125 and HFC-32 are different from other HFCs. The lifetime of HFC-125 (31 years) is longer than HFC-32 (4.9 years) in the atmosphere. HFC-23 is chosen because it has a relatively long lifetime in the atmosphere (228 years). For PFCs, they have very long lifetimes in the atmosphere and are very stable in seawater. The concentrations of PFCs are not easy to be detected considering their low solubility in seawater. Therefore, only PFC-14 and PFC-116 with relatively high atmospheric mole fractions are chosen to be studied.
Comment: The authors provide late winter atmospheric concentrations for these compounds. Are these values much different than a linear interpolation between the mid-year values? Is there a systematic offset that makes it important to include the NH Feb and SH Aug concentrations?
Response: The annual means were calculated by averaging the monthly means of the corresponding 12 months. The JFM and JAS means are obtained by averaging the monthly means of January, February and March and the monthly means of July, August and September of the same year. The median of relative standard deviation (RSD) for JFM between calculated means and linear interpolated ones are 0.15%, 0.59%, 0.20%, 0.47%, 1.96 %, 0.20%, 0.006% and 0.06% for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116. The median of RSD for JAS between calculated means and linear interpolated ones are 0.22%, 0.44%, 0.05%, 0.40%, 1.03%, 0.05%, 0.002% and 0.03% for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116. These values are not much different from a linear interpolation between the annual means, but these calculated values are more precise than the interpolated ones.

Comment: Most of the use of transient tracers is to study the ventilation of waters colder than 10 °C. However the measured freshwater solubility presented in this manuscript do not constrain the solubility curves at temperatures colder than 298 K where the temperature dependence of the solubility becomes significant.
Response: As shown in Table 5, the measured freshwater solubility presented in this manuscript constrain the solubility curves at temperatures 5-80 °C for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a; 10-70 °C for HFC-125; 5-75 °C for HFC-23; 0-55 °C for PFC-14; 5-55 °C for PFC-116 and 0-75 °C for CFC-12. Therefore, except HFC-125 and PFC-116, the measured freshwater solubility of other compounds constrains the solubility curves at temperatures colder than 10 °C. Moreover, the measured freshwater solubility of HFC-125 and PFC-116 also constrain the solubility curves at temperatures between 10 °C and 25 °C.

Editorial Comments:
Comment: P2,L10 – CFC concentrations are not “variables”
Response: It has been changed to “indices”.
Comment: P2, L41 – Define MOZART
Response: “MOZART model” has changed to “the Model for OZone And Related chemical Tracers (MOZART)”. 

Comment: P3, L29 – Is it important that HFC-125 is the 5th most abundant HFC? It makes me wonder why the 2nd through 4th most abundant HFCs are not considered by the authors.
Response: It is not important that HFC-125 is the 5th (changed to third after re-check) most abundant HFC. The reason why HFC-125 is chosen is that the trends of atmospheric mole fractions of HFC-125 and HFC-32 are different from other HFCs and the lifetime of HFC-125 (31 years) is longer than HFC-32 (4.9 years) in the atmosphere.

Comment: P4, L31 – The atmospheric growth rate can be reversed – not the concentrations
Response: “reverse” has changed to “decline”.

Comment: P4, L40 – intercalibrated rather than consistent?
Response: It is “consistent”.

Comment: P6, L10 – “see studies”? 
Response: It has been changed to “see Prinn et al. (2018a)”. 


Comment: P6, L18 – be more specific than America
Response: “Northern Hemisphere (NH) samples used for this paper were filled during background conditions mostly at Trinidad Head, but also at La Jolla, California, Cape Meares, Oregon (courtesy of the Oregon Graduate Centre via CSIRO, Aspendale, and the Norwegian Institute for Air Research, Oslo, Norway), and Point Barrow, Alaska (courtesy of Robert Rhew, University of California, Berkeley)” has been added to replace “America” in P6, L31-34.

Comment: P6, L21 – all data for HFC134a are first reported for HFC134a?
Response: AGAGE HFC-134a air archive data are reported here for the first time.

Comment: P7, L34 – “by in”
Response: “in” has been deleted.

Comment: P9, EQN1 – csapsGCV not defined
Response: “csapsGCV” has been deleted.

Comment: P10, EQN8 – D,E,F not defined
Response: Eq. (8) is the equation of state of seawater. We decide to delete it in the revised manuscript and only cite papers because the equation can be found in the oceanographic textbook. For more detail, see Millero and Poisson (1981).

\[ \rho = \rho_0 + DS + ES^{3/2} + FS \] (8)

Here \( \rho \) is the density of seawater in kg m\(^{-3}\), from 0 to 40 °C and from 0.5 to 43 salinity (S), have been used to determine a new 1-atm equation of state for seawater.

\[ D = 8.24493 \times 10^{-1} - 4.08999 \times 10^{-3}t + 7.6438 \times 10^{-5}t^2 - 8.2467 \times 10^{-7}t^3 + 5.3875 \times 10^{-9}t^4 \] (9)

\[ E = -5.72466 \times 10^{-3} + 1.0227 \times 10^{-4}t - 1.6546 \times 10^{-6}t^2 \] (10)

\[ F = 4.8314 \times 10^{-4} \] (11)

And \( \rho_0 \) is the density of water (Bigg, 1967).

\[ \rho_0 = 999.842594 + 6.793952 \times 10^{-2}t - 9.095290 \times 10^{-3}t^2 + 1.001685 \times 10^{-4}t^3 \] (12)

\[ - 1.120083 \times 10^{-6}t^4 + 6.536336 \times 10^{-9}t^5 \]

where \( t \) is the temperature in degree Celsius (°C).

Comment: P10, L14 – “some properties”?
Response: Abraham (1993) presented a paragraph as “The dependent variable log SP refers to some property of a series of solutes in a fixed phase (or phases) Thus SP could be L, the gas-liquid partition coefficient for a series of solutes in a given liquid or it could be P, the partition coefficient for a series of solutes between water and, say, octanol. In the case of biological properties, where SP can be some biological response as an LC\(_{50}\) equations 13 and 14 then represent two new families of quantitative structure-activity relationships (QSARs).”

It should be “some property”. The “some property” could be the gas-liquid partition coefficient, the liquid-liquid partition coefficient and LC\(_{50}\) etc. Considering the comments from Reviewer #1, we revised the text to be “In these equations, the dependent variable logSP is some property of a series of solutes in a given system. Therefore, SP could be partition coefficient, P, for a series of solutes in a given water-solvent system in Eq. (9), or L, for a series of solutes in a given gas-solvent system in Eq. (10).” at P12, L1-3.

Comment: P10, L25 – There is no Vc in the equations
Response: Considering the comments from Reviewer #1, we revised the text. Please see Sect. 2.7.2 in the revised manuscript.

Comment: P11, L13 – Use approximately when dropping significant figures
Response: “The salt concentration in seawater is equivalent to 0.6 M NaCl” has been changed to “The salt concentration in seawater is approximately equivalent to 0.6 M NaCl.”

Comment: P11, L16 – “so as to”?
Response: “so as to” has been changed to “to.”

Comment: P11, L30 – Note that CGW model method does not provide a method for estimating Lo
Response: When the salinity ($S$) is zero, the CGW model provides a method for estimating freshwater solubility ($L_0$).

Comment: P12, L2 – Methods do not think
Response: “Method II thinks more about the physical properties of compounds.” has been changed to “Consideration of the physical properties of compounds is more important in Method II” at P13, L34-35.

Comment: P12, L18 – A better description of the ventilation process is needed (e.g. the mixed layer deepens…)
Response: “During this process, the mixed layer deepens and older water (usually with lower transient tracer mole fractions) is brought in contact with the atmosphere. The mixed layer is gaining density and tends to be transported towards the ocean interior through diffusive, advective and/or convective processes. This water then carries with it a signature of the atmospheric mole fraction, pending the saturation state of the water as it leaves the surface layer. For tracers with rapidly increasing atmospheric mole fractions and for deep mixed layers under saturation of the tracers has frequently been reported (e.g. Tanhua et al. (2008b))” is added at P14, L10-14 in Sect. 3.1.

Comment: P13, L4 – Curves and symbols in the upper panels of many figures are difficult to distinguish.
Response: Fig. 2a-9a were moved to the Supplement and renamed as Fig. S1 (a-h). Fig. S1 (ai-hi) show the original data and estimated annual means. Fig. S1 (aii-hii) shows the enlarged views of Fig. S1 (ai-hi) for the recent 5-6 years.

Comment: P13, L14 – “stable” is not the correct word
Response: “This initial increase and then stable in the growth rate of HCFC-22 coincide with the large production and consumption reported for between the 1950s and 1990s (Fig. 1) and a freeze of production magnitudes in the developed countries in 1996.” has been changed to “Growth rates for HCFC-22 rose steadily until 1990, followed by a slight decrease, which coincides with the large production and consumption reported between the 1950s and 1990s (Fig. 1) and a freeze of production magnitudes in the developed countries in 1996.” at P14, L36-38.

Comment: P13, L36 – As written “they” refers to the interhemispheric gradients
Response: No. “They” is “The annual growth rates”. This sentence has been deleted.

Comment: P14, L13 – Bimodal has a specific meaning, choose a more appropriate word for describing this curve.
Response: This sentence has been deleted.

Comment: P14, L15 – ‘other one” implies a second plateau.
Response: Yes. The growth rates show a double-peak distribution pattern. The first plateau …, the growth rates of the other one ….
In order not to misunderstand, this sentence has been deleted.

Comment: P14, L17 – verb missing
Response: “are” has been added.

Comment: P15, L8 – How do the authors distinguish “exponential” from “quadratic” from ‘linear’?
Response: The three ones are distinguished by curve fit. P values were compared. The higher P value, the better fit.

Comment: P15, L13 – missing verb
Response: “are” has been added.

Comment: P16, L12-13 – sentence needs rewritten
Response: This sentence has been deleted.

Comment: P16, L22 – What does “annual growth rates exhibit a normal distribution” mean?
Response: “annual growth rates exhibit a normal distribution” has been changed to “annual growth rates exhibit the shape of Gaussian distribution” at P17, L19.

Comment: P17, L10 – “accelerated phase out” not correct
Response: “accelerated phase out” has been changed to “phased-out sooner than originally mandated” at P18, L5.

Comment: P17, L11 – “bank of HCFC-22 exists”? 
Response: “bank” has been changed to “emission source” at P18, L9-10.

Comment: P17, L29 – “even out” is not a noun
Response: In order not to misunderstand, this sentence has been deleted.

Comment: P18, L18 – Warner and Weiss did use a salting out coefficient as defined in Eqn 6
Response: No, they didn’t. Eq. (6) is from the method of Deeds et al. (2008), not from the method of Warner and Weiss (1985). Only Eq. (3) is from the method of Warner and Weiss (1985).

Comment: P18, L24 – Fitting the solubility at temperatures between 25-65 C is not an important finding
Response: Sorry to wrote it wrong. It has been changed to 0-40 °C.

Comment: P18, L29 and L31 – What happened to the factor of 10^15?
Response: In the study of Warner and Weiss (1985), the average of $K_S$ is $0.229 \pm (1.41 \cdot 10^{-15})$ L g$^{-1}$ at 298.15 K when the salinity is in the range of 0-40. It means that $K_S$ is independent of salinity.

Comment: P21, L2 – the Cl radical is the culprit, not the prime suspect
Response: “prime suspect” has been changed to “culprit”. In order to shorten the paper, we delete most of sentences in this paragraph.

“TECHNICAL CORRECTIONS”

Comment: P14, L21 – “rapid” instead of “raid”
P14, L31 – “are” not “were”
P15, L10 – larger instead of “large”
P15, L35 – “reduced”
P21, L10 – Use e.g. before presenting a subset of the manuscripts that use the CFCs as ocean tracers
Response: All technical notes and suggestions have been fully implemented.
Additional Corrections

For tables:
Original Table 2 (collected data) was moved to the Supplement (Table S1) to shorten the manuscript.
Original Table 3 (primary scales) was renamed to be the new Table 2.
New Table 3 was added to sort the coefficients and descriptors of partition coefficients for Sect. 2.7.2.
Position of Table 4 and Table 5 was exchanged.
Original Table S1 (atmospheric mole fractions) in the Supplement was renamed as Table S2.
Original Table S2 was renamed to be Table S4 (comparison of solubility calculated by $V, V_c$ and $\log L^{16}$).
Original Table S4 was renamed to be Table S5 (Ostwald solubility functions estimated by Method II).

For figures:
To response one comment from Anonymous Referee #4, Fig. 2a-9a were moved to the Supplement and renamed as Fig. S1 (a-h). Fig. S1 (ai-hi) show the original data and estimated annual means. Fig. S1 (aii-hii) shows the enlarged views of Fig. S1 (ai-hi) for the recent 5-6 years.
Original Figure 2b-9b was renamed as Fig. 2 (a-h).
Original Figure 10-12 was renamed as Fig. 3-5.
Original Figure S1-S9 was renamed as Fig. S2 (a-i).
Original Figure S10 was renamed as Fig. S3.
Content of Tables and Figures for the Supplement was added.

For manuscript:
The titles of sections have been changed as follows:
This work can be applied for more waters. “Even though our intention is for application in oceanic research, the work described in this paper is potentially useful for tracer studies in a wide range of natural waters, including freshwater and saline lakes, and, for the more stable compounds, groundwaters.” has been added at page 1, line 40-42.

The manuscript was shorten by deleted some background information in Introduction (Sect. 1), some very detailed description of atmospheric histories and growth rates of target compounds (Sect. 3.1), the last two paragraphs in Sect. 3.2, and most sentences in the first paragraph in Sect. 3.4 (background information of production and use history of CFC-12). The manuscript was checked and revised very carefully again. For detail, see following revised paper.
Atmospheric Histories, Growth Rates and Solubilities in Seawater and other Natural Waters of the Potential Transient Tracers HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116
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1GEOMAR Helmholtz Centre for Ocean Research Kiel, Kiel, 24105, Germany
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Abstract. We present consistent annual mean atmospheric histories and growth rates for the mainly anthropogenic halogenated compounds HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116, all potentially useful oceanic transient tracers (tracers of water transport within the ocean), for the Northern and Southern Hemisphere, with the aim of providing input histories of these compounds for the equilibrium between the atmosphere and surface ocean.

We use observations of these halogenated compounds made by the Advanced Global Atmospheric Gases Experiment (AGAGE), the Scripps Institution of Oceanography (SIO), the Commonwealth Scientific and Industrial Research Organization (CSIRO), the National Oceanic and Atmospheric Administration (NOAA) and the University of East Anglia (UEA). Prior to the direct observational record, we use archived air measurements, firm air measurements and published model calculations to estimate the atmospheric mole fraction histories. The results show that the atmospheric mole fractions for each species, except HCFC-141b and HCFC-142b, have been increasing since they were initially produced. Recently, the atmospheric growth rates are decreasing for the HFCs (HCFC-22, HCFC-141b and HCFC-142b), are increasing for the HFCs (HFC-134a, HFC-125, HFC-23), and are stable with small fluctuation for the PFCs (PFC-14 and PFC-116) investigated here.

The atmospheric histories (source functions) and natural background mole fractions show that HCFC-22, HCFC-141b and HCFC-142b and HFC-134a, HFC-125 and HFC-23 have the potential to be oceanic transient tracers for the next few decades only because of the recently imposed bans on production and consumption. When the atmospheric histories of the compounds are not monotonically changing, the equilibrium atmospheric mole fraction (and ultimately the age associated with that mole fraction) calculated from their concentration in the ocean are not unique, reducing their potential as transient tracer. Moreover, HFCs have potential to be oceanic transient tracers for a longer period in the future than HCFCs as the growth rates of HFCs are increasing and those of HCFCs are decreasing in the background atmosphere. PFC-14 and PFC-116, however, have the potential to be the tracers for longer periods due to their extremely long lifetimes, steady atmospheric growth rates and no explicit ban on their emissions. In this work, we also derive solubility functions for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 in water and seawater to facilitate their use as oceanic transient tracers. These functions are based on the Clark-Glew-Weiss (CGW) water solubility functions fit and salting-out coefficients estimated by the poly-parameter linear free energy relationships (pp-LFERs). Here we also provide three methods of seawater solubility estimation for more compounds. Even though our intention is for application in oceanic research, the work described in this paper is potentially useful for tracer studies in a wide range of natural waters, including freshwater and saline lakes, and, for the more stable compounds, groundwaters.
1 Introduction

Oceanic and natural waters transient tracers have time varying sources and/or sinks. Chlorofluorocarbons (CFCs) have been used traditionally as oceanographic transient tracers because of their continuously increasing atmospheric mole fractions until some years ago. They are powerful tools in oceanography where they are used to, for instance, deduce transport times, estimate mixing rates between water masses, study formation rates of new water masses, and determine the anthropogenic carbon (C_{at}) content of seawater (Weiss et al., 1985; Waugh et al., 2006; Fine, 2011; Schneider et al., 2012; Stöven et al., 2016). The production and consumption of CFCs have been phased-out as a consequence of the implementation of the Montreal Protocol (MP) on Substances that Deplete the Ozone Layer (first in developed nations by 1996, followed by developing nations by 2010) designed to halt the degradation of the Earth’s protective ozone layer (Fig. 1). The atmospheric mole fractions of the major CFCs have been decreasing since the mid-1990s/mid-2000s (Carpenter et al., 2014; Bullister, 2015), and although CFCs are valuable indices to quantify deep water transport, the use of CFCs as oceanographic transient tracers has become more difficult for recently ventilated water masses. During recent decades sulfur hexafluoride (SF_{6}) has been added to the suite of transient tracers measured in the ocean (Tanhuu et al., 2004; Bullister et al., 2006). Its atmospheric mole fractions are still increasing and its atmospheric distribution is measured widely. However, SF_{6} is also facing restrictions: for example, in Europe it has been banned for release as a tracer gas and in all applications except high-voltage switchgear since 1 January 2006 (Fig. 1). Since a combination of transient tracers is needed to constrain ventilation (Waugh et al., 2002; Stöven et al., 2015), it is necessary to explore other transient tracers with positive growth rates for the study of mixing and transport processes in the oceans and in other natural waters.

1.1 Potential transient tracers

Generally, several requirements for a useful oceanic transient tracer can be defined: the tracer should have a well-established, transient, source function (or well-defined decay function); have a low or well-known natural background; be conservative (not produced or destroyed) in the marine environment and be measured relatively inexpensively, accurately, and rapidly. Potential candidates as transient tracers that fulfill at least some of the requirements listed above include hydrochlorofluorocarbons (HCFCs) such as HCFC-22, HCFC-141b and HCFC-142b, hydrofluorocarbons (HFCs) such as HFC-134a, HFC-125 and HFC-23 and perfluorocarbons (PFCs) such as PFC-14 and PFC-116. As a first step in evaluating the usefulness of these compounds as oceanic transient tracers, we synthesize their atmospheric mole fraction histories and review their solubilities. An upcoming work will evaluate the in-field data of these compounds.

HCFC-22: Chlorodifluoromethane (CHClF_{2}) is the most abundant HCFC in the global atmosphere. It was first synthesized in 1928 and commercial use started in 1936 (Calm and Domanski, 2004). It has been used dispersedly in domestic and commercial refrigeration, as a spray-can propellant and in extruded polystyrene foam industries (McCulloch et al., 2003; Jacobson, 2012), and non-dispersedly as the feedstock in fluoropolymer production (Miller et al., 2010). HCFC-22 was first measured in the atmosphere in 1979 (Rasmussen et al., 1980), a pronounced increase of its abundance in the 1990s was found in both hemispheres as HCFC-22 became an interim replacement for CFC-12 since the late 1980s (Xiang et al., 2014). There are no known natural emission sources for HCFC-22 (Saikawa et al., 2012). A considerable amount of literature has been published on the atmospheric histories of HCFC-22. Montzka et al. (1993) presented the NOAA network measurements and historic mole fractions from a 2-box model for HCFC-22 from 1980 to 1993, and these have since been updated and augmented with measurements from Antarctic firn air and box models to construct an atmospheric history and emissions for HCFC-22 from 1944 to 2014 (Montzka et al., 2010a; 2015). Starrick et al. (2002) presented CSIRO HCFC-22 data from 1940 to 2000 based on analysis of Antarctic firn air samples using the AGAGE instrumentation. In 2012, Saikawa et al. (2012) reported observations and archived air measurements from multiple networks, combined with the Model for OZone And Related chemical Tracers (MOZART) to present the atmospheric mole fractions for HCFC-22 from 1995 to 2009.
HCFC-141b: 1,1-dichloro-1,2-fluoroethane (CH₂ClCH₂F) has been widely used as a foam-blowing agent in rigid polyurethane foams for insulation purposes and in integral skin foams as a replacement for CFC-1. It was also employed as a solvent for lubricants, cleaning and coating fluids for aircraft maintenance and electrical equipment as a replacement for CFC-113 (Derwent et al., 2007). The industrial production and use of HCFC-141b have greatly increased since the early 1990s, as did its global emissions and concentrations (O’Doherty et al., 1995; Sturrock et al., 2002; Montzka et al., 2015; Prinn et al., 2018a).

HCFC-142b: 1-chloro-1,1-difluoroethane (CH₂ClCF₂) has largely been emitted from extruded polystyrene board stock as a foam-blowing agent combined with small emissions from refrigeration applications as a replacement for CFC-12 (TEAP, 2003). Previous studies described measurements of HCFC-141b and HCFC-142b from the AGAGE network, UEA and CSIRO including measurements of the Cape Grim Air Archive (CGAA) and Antarctic firn air (Oram et al., 1995; Sturrock et al., 2002; Simmonds et al., 2017; Prinn et al., 2018a). NOAA flask and firn air measurements for both compounds have also been reported (Montzka et al., 1994; 2009; 2015).

HFC-134a: 1,1,1,2-tetrafluoroethane (CH₂FCF₃) is the most abundant HFC in the Earth’s atmosphere. It was first synthesized by Albert Henne in 1936 (Matsunaga, 2002). Extensive production and emission of HFC-134a began in the early 1990s. It was used as a preferred refrigerant in domestic, commercial and automotive air conditioning and refrigeration to replace CFC-12. It is also used to a lesser extent as a foam blowing agent, cleaning solvent, fire suppressant, and propellant in metered-dose inhalers and aerosols (Simmonds et al., 2015; 2017). Continuous and substantially increasing atmospheric levels of HFC-134a were found over the past two decades (Xiang et al., 2014). A number of researchers have reported the atmospheric history of HFC-134a. The observational record of HFC-134a started from near-zero levels in the background atmosphere (Oram et al., 1996). In the same year, Montzka et al. (1996) reported initial measurements from the NOAA network for HFC-134a from the late 1980s to mid-1995, which have since been updated (Montzka et al., 2015). Simmonds et al. (1998) presented AGAGE observations for HFC-134a from 1994 to 1997, updated by O’Doherty et al. (2004) from 1998 to 2002, by Rigby et al. (2014) and by Prinn et al. (2018a) to recent times.

HFC-125: Pentfluoroethane (CH₂F₂CF₃) is currently the third most abundant HFC. It is used primarily in refrigerant blends for commercial refrigeration applications, has a minor use in fire-fighting equipment as a replacement for halons. Atmospheric mole fractions of HFC-125 are also rising consistently as one of the substitutes of CFCs (Oram et al., 1995). It was used as a preferred refrigerant in domestic, commercial and automotive air conditioning and refrigeration to replace CFC-12. It is also used to a lesser extent as a foam blowing agent, cleaning solvent, fire suppressant, and propellant in metered-dose inhalers and aerosols (Simmonds et al., 2015; 2017). Continuous and substantially increasing atmospheric levels of HFC-134a were found over the past two decades (Xiang et al., 2014). A number of researchers have reported the atmospheric history of HFC-134a. The observational record of HFC-134a started from near-zero levels in the background atmosphere (Oram et al., 1996). In the same year, Montzka et al. (1996) reported initial measurements from the NOAA network for HFC-134a from the late 1980s to mid-1995, which have since been updated (Montzka et al., 2015). Simmonds et al. (1998) presented AGAGE observations for HFC-134a from 1994 to 1997, updated by O’Doherty et al. (2004) from 1998 to 2002, by Rigby et al. (2014) and by Prinn et al. (2018a) to recent times.

HFC-23: Fluorofluoromethane (CH₃F₂) is a by-product from the industrial production of HFC-22. Historically it has been considered as waste and simply vented to the atmosphere, although process optimization and abatement can eliminate most or all emissions. HFC-23 was also used as a feedstock for Halon-1301 (CHF₃Br) production. Small amounts are reportedly used in semiconductor (plasma etching) fabrication, in very low-temperature refrigeration (dispersive), and in specialty fire suppressant systems (dispersive) (McCulloch and Lindley, 2007). HFC-23 was first reported in the background atmosphere by Oram et al. (1998) in samples dating back to 1978. It continued to increase in the atmosphere (Miller et al., 2010; Rigby et al., 2014; Simmonds et al., 2018) despite the voluntary and regulatory efforts in developed nations and abatement measures in developing nations financially-supported by the United Nations Framework Convention on Climate Change (UNFCCC) Clean Development Mechanism (CDM) project. In the past three decades, a number of researchers have reported the atmospheric mole fractions of HFC-23. In 1998, Oram et al. (1998) reported measured and model-generated mole fractions of HFC-23 at Cape Grim from 1978 to 2005. Updated in situ AGAGE measurements and results from the AGAGE 2-D atmospheric 12-box chemical transport model for HFC-23 from 1978 to 2010 and from 1950 to 2015 have been presented by Miller et al. (2010) and Simmonds et al. (2018), respectively. A history derived from multiple firn air sample collections was also published in 2010 (Montzka et al., 2010a).
PFC-14: Tetrafluoromethane or carbon tetrafluoride (CF₄) is the most abundant perfluorocarbon (PFC) in the Earth’s atmosphere and is one of the most long-lived tracer gases with an atmospheric lifetime of more than 50,000 years. The presence of carbon tetrafluoride in the atmosphere was first deduced by Gassmann (1974) from analysis of contaminant levels of PFC-14 in high-purity krypton samples. The first atmospheric measurements of PFC-14 were made by Rasmussen et al. (1979). It has a background atmospheric mole fraction due to its natural source from the rocks and soils, especially tectonic activity (Deeds et al., 2015). The pre-industrial level was 34.05 ± 0.33 ppt for PFC-14 (Trudinger et al., 2016). The primary anthropogenic sources of PFC-14 are aluminum production and the semiconductor industry (Khalil et al., 2003; Mühle et al., 2010; Fraser et al., 2013), and perhaps the production of rare Earth elements. Consequently, atmospheric mole fractions have approximately doubled since the early 20th century (Mühle et al., 2010; Trudinger et al., 2016; Prinn et al., 2018a).

PFC-116: Hexafluoroethane (C₂F₆) is another long-lived tracer gas with an atmospheric lifetime of at least 10,000 yr. The tropospheric abundance of PFC-116 was first determined by Penkett et al. (1981). It has a small natural abundance (Mühle et al., 2010; Trudinger et al., 2016); the pre-industrial level having been estimated to be 0.002 ppt (Trudinger et al., 2016). Like CF₄, it is also emitted as a by-product of aluminum production (Fraser et al., 2013) and during semiconductor manufacturing.

1.2 Production and ban histories

The major atmospheric degradation pathway of HCFCs and HFCs is through reaction with hydroxyl radicals (OH) in the troposphere (Montzka et al., 2010b). Combustion in thermal power stations has been pointed out as a tropospheric sink of PFCs (Cicerone, 1979; Ravishankara et al., 1993; Morris et al., 1995). The atmospheric lifetimes, ocean partial lifetimes, the Ozone Depleting Potentials (ODP), and the Global Warming Potentials (GWP) for HCFC-22, HCFC-141b, HCFC-124b, HFC-23, HFC-134a, HFC-125, PFC-14 and PFC-116 are listed in Table 1. As shown in Table 1, the atmospheric lifetimes of HCFCs and HFCs with respect to hydrolysis in seawater are very long (Yvon-Lewis and Butler, 2002; Carpenter et al., 2014), ranging from thousands to millions of years, indicating that HCFCs and HFCs are relatively stable in the seawater. PFCs have atmospheric lifetimes on the order of thousands of years and very low solubilities in seawater. The production and use histories of CFC-12, SF₆, HCFCs, HFCs, and PFCs are plotted in Fig. 1. HCFCs have been regulated with the aim to cease production and consumption by 2020 for non-Article 5 (developed) countries and 2030 for Article 5 (developing) countries (although this only covers dispersive applications) and phase-out beginning with a freeze in 1996 for developed nations and in 2013 for developing nations under the MP and its more recent amendments. Because of the high GWP of HFCs, 197 countries recently committed to cutting the production and consumption of HFCs by more than 80% over the next 30 years under the Kigali amendment of the MP, although not all of these countries have ratified this Amendment. The reductions in HFC production and consumption are based on GWP-weighted quantities. Developed countries that have ratified the Amendment have agreed to reduce HFC consumption beginning in 2019. Most developing countries will freeze consumption in 2024, some in 2028. This measure most likely will slow down HFC growth rates, leading eventually to a decline in their atmospheric mole fraction, similar to what is observed for the CFCs.

In order to explore if these halogenated compounds can be used as transient ocean tracers, their atmospheric history (source functions) and natural background should be established. Previous work has reconstructed annually-averaged atmospheric mole fraction histories for some trace gases for use in tracer oceanographic applications. For example, Walker et al. (2000) reported annual mean atmospheric mole fractions for CFC-11, CFC-12, CFC-113, and CCl₃ for the period 1910-1998 and updated the data to 2008 at the website (http://bluemoon.ucsd.edu/pub/cfchist/). On the basis of Walker’s work, Bullister (2015) reported atmospheric histories for CFC-11, CFC-12, CFC-113, CCl₃, SF₆, and N₂O for the period 1765-2015. Previous work related to our target compounds, have mainly focussed on the atmospheric history over specific periods, often at a high temporal resolution. We have listed these works above. For our purposes, we are interested in a consistent record of the full atmospheric history at annual temporal resolution. As Trudinger et al. (2016) presented the consistent atmospheric histo-
ries of PFC-14 and PFC-116 from 1900 to 2014, we only study the growth rates for these two compounds and evaluate their utility as oceanic transient tracers.

In this study, drawing on previous literature and published data, we present atmospheric mole fractions (JFM means, annual means and JAS means) and growth rates for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 for both the Northern (NH) and Southern Hemisphere (SH). The JFM means (the average of monthly means in January, February and March) and JAS means (the average of monthly means in July, August and September) are chosen to coincide with the coldest part of the year in the NH and SH, respectively, i.e. the time of (deep) water mass formation when ambient trace gases are carried from the surface to the interior ocean. The reconstructed atmospheric histories have been compiled from a combination of air measurements and model calculations. In order to provide a comprehensive and consistent view of halogenated compounds atmospheric distribution and changes over time, ambient air measurements published by the Advanced Global Atmospheric Gases Experiment (AGAGE), the Scripps Institution of Oceanography (SIO), the Commonwealth Scientific and Industrial Research Organization (CSIRO), the National Oceanic and Atmospheric Administration (NOAA) and University of East Anglia (UEA) are considered in this study. The calibration scale differences of these networks in the form of scale conversion factors are determined. SIO and CSIRO data are reported on AGAGE scales, NOAA and UEA data are converted to AGAGE scales by these conversion factors. For years prior to atmospheric observations, the reconstructed dry mole fractions for each species were provided by a combination of atmospheric models, firn air measurements and the analysis of archived air samples. The aim of this work is to synthesize existing data and model results into one consistent data product of atmospheric history with annual values useful for ocean tracer applications; it is not intended to replace more detailed atmospheric studies. All reported values in this study are dry air mole fractions. In a similar work, Meinshausen et al. (2017) provided consolidated datasets of historical atmospheric mole fractions of 43 Greenhouse Gases (GHGs). Compared with this earlier study, the differences and added value of this study is that we: 1) incorporated UEA data not included in the Meinshausen et al. (2017) study, 2) report data on a common calibration scale (AGAGE) by converting NOAA and UEA data to AGAGE scales, 3) estimated annual means based on baseline data with local pollution events removed, 4) estimated the propagated uncertainties based on the original standard deviations of monthly means or data points, 5) used a different method for data fitting, and 6) presented the atmospheric histories for winter (JFM means in the NH and JAS means in the SH) which is especially useful for oceanic transient tracers studies.

In addition, we explore whether these compounds can be used as oceanic transient tracers, by reporting on the solubility characteristics of each of the gases. There are no literature estimates that directly provide solubility functions of all target compounds in seawater, only very limited studies (with several data points) on the solubility of these compounds in seawater have been reported. Scharlin and Battino (1995) published four solubility data points in the temperature range 15-30 °C and a salinity of 35.086 of PFC-14 in seawater. In the present analysis, the water and seawater solubility functions of HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 are derived by the Combined Method based on the combination of the Clark-Glew-Weiss (CGW) fit to estimate their water solubility function and the poly-parameter linear free energy relationships (pp-LEFRs) to estimate their salting-out coefficients. Three concluded methods (the Revised Method II only based on the pp-LEFRs, the Combined Method and the Experimental Method) on seawater solubility estimation are also provided for more compounds. Although the atmospheric histories and solubility functions in water and seawater of target compounds are intended for oceanic research, the work described in this paper is potentially useful for studying a range of natural waters, including freshwater, saline lakes and groundwaters.
2 Data and Methods

2.1 Data from the AGAGE network

2.1.1 AGAGE in situ measurements and instrumentation

In situ atmospheric measurements have been made by the Advanced Global Atmospheric Gases Experiment (AGAGE) (Prinn et al., 2000; O’Doherty et al., 2004; 2009; Miller et al., 2010; Mühle et al., 2010; Prinn et al., 2018a; 2018b). The data are available at the AGAGE website (http://agage.eas.gatech.edu/data_archive/), where historic and newest atmospheric measurements are reported. AGAGE provides measurements of more than 40 compounds, whereas we focus only on HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 (Table S1). There are more than 10 AGAGE and affiliated stations globally, mostly located at coastal or mountain sites. Here we exclude all AGAGE stations at tropical latitudes which are periodically subjected to air masses originating in the other hemisphere (Prinn et al., 1992; 2000; Walker et al., 2000). Observations at the AGAGE remote stations Mace Head, Ireland (MHD, 53°N, 10°W) and Trinidad Head, California (THD, 41°N, 124°W) were assumed to represent 30–90°N atmospheric mole fractions, whereas observations at Cape Grim, Tasmania (CGO, 41°S, 145°E) represent 30–90°S mole fractions. Small latitudinal gradients in the AGAGE Mace Head and Trinidad Head observations of different compounds are present but assumed to be of minor importance to this work. These stations, their locations and the date ranges of the samples used in this study are listed in Table S1. The “pollution-free” monthly mean atmospheric mole fractions and standard deviations for all target compounds are used in this study.

All ambient air measurements were carried out using two similar measurement technologies over time, based on the cryogenic pre-mole fraction with gas chromatography separation and mass spectrometry detection (GC-MS) system. The initial used instrument was the ADS (adsorption-desorption system)-GC-MS, but in the early/mid-2000 this was replaced by the Medusa-GC-MS with a doubled sampling frequency, upgraded sample pre-mole fraction methodologies, extended compound selection, and improved measurement precisions. For more information on the instrumentation and the working standards, see studies (Simmonds et al., 1995; Miller et al., 2008; Arnold et al., 2012; Prinn et al., 2018a). For the measurement precision, see Prinn et al. (2018a).

2.1.2 AGAGE measurements of CSIRO and SIO archived air

To extend the available mole fraction records back in time, NH and SH air archive samples collected by CSIRO and SIO were measured using AGAGE instrumentation for target compounds. Southern Hemisphere Cape Grim Air Archive (CGAA) samples, which are background or “baseline” air, were collected at the Baseline Air Pollution Station, Cape Grim, Tasmania by CSIRO and the Bureau of Meteorology. The samples were cryogenically collected into 34 L electro-polished stainless steel canisters (Langenfelds et al., 1996; Fraser et al., 2017) since 1978. The CGAA samples were analyzed on Medusa-9 in the CSIRO laboratory at Aspendale (Miller et al., 2010). Northern Hemisphere (NH) samples used for this paper were filled during background conditions mostly at Trinidad Head, but also at La Jolla, California, Cape Meares, Oregon (courtesy of the Oregon Graduate Centre via CSIRO, Aspendale, and the Norwegian Institute for Air Research, Oslo, Norway), and Point Barrow, Alaska (courtesy of Robert Rhew, University of California, Berkeley) and analyzed at SIO, La Jolla, on laboratory-based Medusa-GC-MS instruments (Medusa-1, Medusa-7) (O’Doherty et al., 2009). A stepwise tightening filtering algorithm was applied based on their deviations from a fit through all data from each semi-hemisphere (including pollution-free monthly mean in situ data) to remove outliers (Mühle et al., 2010; Vollmer et al., 2016). HFC-134a air archive data obtained using AGAGE instrumentation at CSIRO and SIO are reported here for the first time (Table S1d). The archived air measurements for HFC-125 reported by O’Doherty et al. (2009) are used in this study (Table S1a) and have been updated to include more present data. The CGAA archived air measurements for HCFC-22 reported by Miller et al. (1998) are used here. CGAA Medusa-3/Medusa-9 measurements for HFC-23 from AGAGE reported by Miller et al., 2010).
et al. (2010) are also reported here (Table S1f). CSIRO SH and SIO NH archived air samples have been analysed on AGAGE GC-MS instrumentation at CSIRO. Aspendale and at SIO, La Jolla, for PFC-14 and PFC-116 (Mühle et al., 2010).

2.1.3 AGAGE measurements of CSIRO firn air

The firm layer is unconsolidated snow overlaying an ice sheet. Large volumes (hundreds of liters) of air trapped in firm can be extracted for subsequent analysis. From the measured firm depth profiles, atmospheric histories can be derived using firm diffusion models. Firn air samples typically cover the period from the present day (or drilling date) up to 100 years ago.

The firm air samples for HCFC-141b and HCFC-142b were collected from six depths at Law Dome, Antarctic in 1997-98 at the DSSW20K site (Table S1b and Table S1c) (Sturrock et al., 2002). The firm air samples were measured on the AGAGE ADS-GC-MS instrument at Cape Grim. Antarctic firm air samples have also been used for the reconstruction of the atmospheric histories of PFC-14 and PFC-116 (Trudinger et al., 2016).

2.2 Data from the NOAA network

2.2.1 NOAA flask measurements

Flask air measurements of the compounds considered in this study have been made by the National Oceanic and Atmospheric Administration (NOAA) as early as 1992 (Montzka et al., 1994; 1996; 2009; 2015). The data are available at the NOAA website (ftp://ftp.cmdl.noaa.gov/hats/) where the latest atmospheric measurements are reported. There are many NOAA and affiliated stations globally. In order to be consistent with the chosen AGAGE stations, NOAA observations at only Mace Head, Ireland (MHI, 42 meters above sea level (masl)) for HCFC-22, HCFC-141b, HCFC-142b and HCFC-134a, and Trinidad Head, USA (THD, 120 masl) for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a and HFC-125 are used for representing atmospheric mole fractions from 30-90°N. The observations at Cape Grim, Australia (CGO, 164 masl) represent the 30-90°S mole fractions. These stations, their locations and the sampling dates of the samples used in this study are listed in Table S1 and are essentially identical to the corresponding AGAGE stations.

Air samples are analyzed in the NOAA/ESRL/GMD Boulder laboratory by GC-MS techniques for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, and HCFC-125. More details are given (Montzka et al., 1993; 1994; 1996; 2015). The working standards and measurement precision are also reported in these studies.

2.2.2 NOAA measurements of archived and shipborne air samples

Archived air and shipborne air measurements from both hemispheres for HCFC-141b and HCFC-142b are given in Thompson et al. (2004). The archived air samples for HCFC-141b and HCFC-142b were obtained at the Niwot Ridge (NWR) in 1986. The cruise air samples were collected during the Soviet-American Gas and Aerosol Experiment (SAGA) II cruise in the Pacific Ocean in 1987 (37°N-30°S, 160°W-170°W).

Archived air and shipborne air measurements for HFC-134a were presented by Montzka et al. (1996). Samples were collected at Niwot Ridge (NWR). Samples were obtained shipboard during two cruises, one in the Pacific Ocean in 1987 (SAGA II above) and in 1994 (41°N-47°S, 127°W-76°W) and another in the Atlantic Ocean in 1994 (46°N-48°S, 14°W-60°W).

2.2.3 NOAA measurements of firm air

The first measurements of HCFC-141b and HFC-134a in firm air were made by Butler et al. (1999) and showed that there are no natural sources for these compounds.
2.3 Data from the UEA network

2.3.1 UEA archived air

University of East Anglia (UEA) measurements on Cape Grim Air Archive sub-samples (since 1978) and flask samples collected at Cape Grim are updated following the original publications for HCFC-141b, HCFC-142b (Oram et al., 1995) and HFC-134a (Oram et al., 1996). The Cape Grim archived air contains trace gas records known to be representative of background in the Southern Hemisphere. UEA has analysed sub-samples of the Cape Grim Air Archive, whereas the CGAA has been analysed directly on AGAGE instrumentation at Cape Grim, CSIRO, Aspendale, and at the SIO, La Jolla (Sect. 2.1.2).

The Cape Grim Archived Air, which is located at CSIRO, Aspendale, was sub-sampled for the UEA at Aspendale and the UEA flask air samples were collected directly at Cape Grim, both were analyzed by GC-MS at the UEA for HCFC-141b, HCFC-142b, and HFC-134a (Oram et al., 1995; 1996) (Table S1b and Table S1c). The working standards and measurement uncertainties were also shown in the above mentioned studies.

2.4 Data from models

In order to estimate atmospheric mole fractions before direct atmospheric measurements commenced, the results from published models, a 2-box model for HCFC-22 (Montzka et al., 2010a) and the AGAGE 2-D atmospheric 12-box chemical transport model for HFC-23 (Cunnold et al., 1983, 1994; Miller et al., 2010; Rigby et al., 2011) and for PFC-14 and PFC-116 (Trudinger et al., 2016), are also included in this study (Table S1g and Table S1h). The 2-box model for HCFC-22 from Montzka et al. (2010a) considers the atmosphere as two boxes - one box representing each hemisphere. Each hemisphere is assumed to be well mixed and a standing vertical gradient is assumed. Using the 2-box model, Montzka et al. (2010a) derived the atmospheric mole fractions from 1944 to 2009 for HCFC-22 by assuming a constant 0.95 scaling of global emissions estimated by the Alternative Fluorocarbons Environmental Acceptability Study (AFEAS).

The AGAGE two-dimensional atmospheric 12-box chemical transport model used here for HFC-23, PFC-14 and PFC-116 mole fractions and emissions, contains four lower tropospheric boxes, four upper tropospheric boxes and four stratospheric boxes, with boundaries at 30°N, 0° and 30°S in the horizontal, and 500 and 200 hPa in the vertical (Cunnold et al., 1983, 1994; Rigby et al., 2011). It has previously used to estimate mole fractions and emissions of CFC-11 and CFC-12 and various other trace gases. Miller et al. (2010) derived mole fractions for HFC-23 for the period 1978-2009, prior to the AGAGE in situ measurements, by an inversion technique using this 2-D 12-box model, but not back to zero atmospheric mole fraction. Trudinger et al. (2016) calculated the atmospheric mole fractions of PFC-14 and PFC-116 in each semi-hemisphere since 1900 by combining the data from ice core, firn, air archive and in situ measurements, extending the work of Mühle et al. (2010).

2.5 AGAGE, NOAA and UEA calibration scales

The latest AGAGE absolute calibration scales for various trace gases are displayed on the AGAGE website (agage.mit.edu and http://agage.eas.gatech.edu/data_archive/agage/AGAGE_scale_2018_v1.pdf). AGAGE in situ measurements have been reported on the latest SIO absolute calibration scales for HCFC-22 (SIO-05), HCFC-141b (SIO-05), HCFC-142b (SIO-05), HFC-134a (SIO-05), HFC-125 (SIO-14), HFC-23 (SIO-07), PFC-14 (SIO-05) and PFC-116 (SIO-07), as have archived air measurements for HFC-134a and HFC-23. The archived air measurements for HFC-125 reported by O'Doherty et al. (2009) on the calibration scale UB-98 (UB: University of Bristol) were converted to the latest scale SIO-14 by the conversion factor (SIO-14/UB-98 = 1.0826) (See Table 2). The archived air measurements for HCFC-22 reported by Miller et al. (1998) on the calibration scale SIO-93 were converted to the latest scale SIO-05 by the combined conversion factors (NOAA-1992/SIO-93).
= 0.997 ± 0.004, NOAA-2006/NOAA-1992 = 1.005, NOAA-2006/SIO-05 = 0.9971 ± 0.0027) (See Table 2). The firm air measurements for HCFC-141b and HCFC-142b were reported in the calibration scale UB-98. Conversion factors (NOAA-1994/UB-98 = 1.006 ± 0.003, NOAA-1994/SIO-05 = 0.9941 ± 0.0049) are used to transfer data to the latest calibration scale SIO-05 for HCFC-141b (Prinn et al., 2000; Simmonds et al., 2017). For HCFC-142b, the data can be converted from scale UB-98 to be the latest calibration scale SIO-05 by conversion factors (NOAA-1994/UB-98 = 0.937 ± 0.003, NOAA-1994/SIO-05 = 0.9743 ± 0.0052) (Prinn et al., 2000; Simmonds et al., 2017).

All NOAA absolute calibration scales for various trace gases are shown on https://www.esrl.noaa.gov/gmd/ccl/scales.html. NOAA flask measurements were reported on the latest NOAA calibration scale for HCFC-22 (NOAA-2006), HCFC-141b (NOAA-1994), HCFC-142b (NOAA-1994), HFC-134a (NOAA-1995) and HFC-125 (NOAA-2008). NOAA archived air measurements for HCFC-141b and HCFC-142b were also reported in the latest scale. All data reported on NOAA scales are converted here to AGAGE calibration scale for both compounds. The conversion factors between AGAGE and NOAA are shown in Table 2 and were derived on the basis of Table 12 from Prinn et al. (2000), Table S4 from Simmonds et al. (2017) and Table 5 from Prinn et al. (2018a). The scale conversions between NOAA-1994 and SIO-98 for HCFC-22 in former study were based on the comparison of gas mole fractions in air samples in 1994-1995 and the scale conversions between NOAA-1994 and UB-98 for HCFC-141b and HCFC-142b were based on the measurements against NOAA standard and UB standard in 1997-1998. In the latter study, the scale conversions between NOAA and AGAGE were based on the comparison of gas mole fractions in air samples in 1998-2013 for HCFC-22, HCFC-141b, HCFC-142b, and HFC-134 at CGO, SMO, THD and MSD (Prinn et al., 2018a). For HFC-125, the NOAA/AGAGE ratio was based on the comparison in 2007-2015 at CGO, SMO and THD (Simmonds et al., 2017).

Archived air measurements from UEA are obtained on the NOAA-1994 scale for HCFC-141b and HCFC-142b, and on the NOAA-1995 scale for HFC-134a. It is important to note that the original UEA calibration scale for HCFC-141b, HCFC-142b, and HFC-134a (Oram et al., 1995; 1996) has been superseded by NOAA scale. All UEA measurements obtained on the NOAA scale are converted to the AGAGE calibration scale by the conversion factors shown in Table 2.

2.6 Hemispheric annual means and uncertainty estimation

We assembled data from in situ, flask, archived air and firm air measurements from the AGAGE, SIO, CSIRO, NOAA and UEA networks/laboratories and from AGAGE and NOAA model calculations (Table S1a-h). As the AGAGE baseline monthly means are nominally pollution-free data, the flask measurements from the NOAA network were processed by a statistical procedure to identify measurements which may have been influenced by regional pollution. Briefly, monthly means were calculated by averaging around 4 values for each month. Then the resultant standard deviations for each month were estimated by error propagation. For each month, values exceeding three standard deviations above the monthly mean were rejected as polluted. Afterwards, the monthly means for flask measurements were re-calculated without pollution events, combined with UEA data, and converted to AGAGE scales. The combined data from all networks/laboratories then formed the database used here.

The initial database containing replicate times have been converted into a value without such replicas by using the number of measurement-weighted averages at each replicate time. That is to say, when measurements from different networks and sites are combined, hemispheric monthly averages were first calculated by weighted averages to give monthly means more weight as they are based on many individual measurements.

Hemispheric monthly means for each compound were estimated by a smoothing spline fit to the combined and sorted data. The inverses of the square of the standard deviations (\(1/\sigma_y^2\)) of each monthly mean or data points are used as the weights for the spline fit. Although there are no significant differences between the AGAGE and the NOAA monthly means in the same hemisphere, the hemispheric monthly means are closer to the AGAGE monthly means due to the much higher number
of measurements in a given month from the AGAGE network (every 2 h, around 100-300 pollution-free samples/month for each site) compared to the NOAA network (weekly flask, around 4 samples/month for each site).

Hemispheric annual means were calculated by averaging the monthly means of the corresponding 12 months. The JFM means and JAS means are estimated by averaging monthly means of January, February, and March and monthly means of July, August and September of the same year.

The smoothing spline fit method discussed above was based on previous studies (Reinsch, 1967; Craven and Wahba, 1978; Wahba, 1983; Hutchinson and De Hoog, 1985; Wahba, 1990). The method is briefly described below. For more details, see Sect. S1 in the Supplement.

For a set of n data points taking values $y_i$ at times $t_i$, the smoothing spline fit $f(t)$ of the function $g(t)$ is defined to be the minimizer of

$$p \sum_{i=1}^{n} \left( \frac{g(t_i) - y_i}{\delta y_i} \right)^2 + \int g''(t)^2 \, dt$$

Generally, the function is given an initial guess by sampling various values of the smoothing parameter $p$, from $10^{-4}$, $10^{-3}$, …, $10^{10}$. The initial guess is the first local maximum. If it does not exist, the minimum location is used instead. The generalized cross-validation is used to estimate the smoothing parameter $p$. After estimating the optimal smoothing parameter, the estimated variance (VAR) and 95% Bayesian confidence intervals (CI) are calculated. The weights ($W$) are assumed to be the inverse of the square of standard deviations ($\delta y_i^2$) associated with the observed variables. It calculates the spline the way Reinsch (1967) specified.

The uncertainties of the final annual means are calculated based on the original uncertainties of the monthly means (e.g. for AGAGE in situ data, a standard deviation from 100-300 pollution-free measurements/month for each site) or the measurement precisions for individual data points. The uncertainties in the original pollution-free AGAGE monthly means and the calculated NOAA monthly means include uncertainties in the measurements themselves (precision), scale propagation errors and sampling frequency errors. When the monthly means of the NOAA and UEA measurements were converted to AGAGE scales, scale conversion errors were also propagated. Following error propagation, the errors of the hemispheric monthly means were first calculated by the number of measurement-weighted root-mean-square (RMS) of the standard deviation of replicate values. The final uncertainties of hemispheric monthly means are calculated based on the mismatch between the smoothing spline fit and the observed values. The uncertainties of hemispheric annual means were calculated as the square root of the squared errors from each of the 12 months.

### 2.2 Seawater solubility estimation method

Solubility has been reported in terms of the Henry's Law solubility coefficient $H$ (mol L$^{-1}$ atm$^{-1}$), the mole fraction solubility $x$ (mol mol$^{-1}$), the Bunsen solubility coefficient $\beta$ (L L$^{-1}$, in STP condition), the Ostwald solubility coefficient $L$ (L L$^{-1}$), the weight solubility coefficient $c_w$ (mol kg$^{-1}$ atm$^{-1}$) or the Künen solubility coefficient $S$ (L g$^{-1}$). The definitions of solubility are shown in studies (Young et al., 1987; Gamsjäger et al., 2008; 2010). The relationship between different solubility terms are:

$$H = \frac{x}{(1-x) \cdot p^\varnothing \cdot V_m} = \frac{\beta}{R \cdot T^\varnothing} = \frac{L}{R \cdot T} = \frac{c_w \cdot M_l}{V_m} = \frac{S \cdot M_g}{R \cdot T^\varnothing \cdot V_m}$$

where $T^\varnothing = 273.15 \, K$ and $p^\varnothing = 101.325 \, kPa = 1 \, atm$ are the standard temperature and pressure (STP); $V_m$ is molar volume of the solvent, $V_m = 18.01528 \cdot 10^{-3} \, L \, mol^{-1}$ is the molar volume of water; $R$ is the ideal gas constant, $8.314459848 \, L \cdot kPa \cdot mol^{-1}$ (or 0.08205733847 L atm K$^{-1}$ mol$^{-1}$); $T$ is the temperature in Kelvin and $M_l$ is the molar mass of the solvent, which is $18.01528 \, g \, mol^{-1}$ for water. Next, we present three methods to estimate the solubility of compounds in freshwater and seawater.
2.7.1 Method I: the CGW model

The following method to estimate the solubility of gases in seawater was reported in Deeds (2008). and briefly described here. The Clark-Glew-Weiss (CGW) solubility equation can be used to calculate the solubility of gases in freshwater and seawater. It is derived from the integrated van’t Hoff equation and the Setschenow salinity dependence (Weiss, 1970, 1974) and expressed as a function of temperature and salinity.

\[
\ln L = a_1 + a_2 \cdot \left( \frac{100}{T} \right) + a_3 \cdot \ln \left( \frac{T}{100} \right) + S \left[ b_1 + b_2 \cdot \left( \frac{T}{100} \right) + b_3 \cdot \left( \frac{T}{100} \right)^2 \right] \tag{3}
\]

where \( L \) is the Ostwald solubility coefficient in L L\(^{-1}\) of a gas in seawater, \( T \) is the absolute temperature in Kelvin, \( S \) is the salinity in \( \% \) (or g kg\(^{-1}\)) and \( a_i \) and \( b_i \) are constants.

When \( S = 0 \), this equation becomes the freshwater solubility equation for a gas:

\[
\ln L_0 = a_1 + a_2 \cdot \left( \frac{100}{T} \right) + a_3 \cdot \ln \left( \frac{T}{100} \right) \tag{4}
\]

where \( L_0 \) is the Ostwald solubility in L L\(^{-1}\) of a gas in freshwater.

We did not find complete studies on the solubility of our target gases in seawater based on experiments. Fortunately, the solubility of a gas in seawater can be determined from their freshwater solubility, which can be represented by a modified Setschenow equation (Masterton, 1975):

\[
\ln \left( \frac{L}{L_0} \right) = k_2 \cdot t
\]

(5)

Here \( L_0 \) is the freshwater solubility, \( L \) is the solubility in a mix-electrolyte solution, such as seawater, \( k_2 \) is the salting-out coefficient and \( t \) is the ionic strength of the solution. \( k_2 \) is an empirically-derived, temperature-dependent constant. It can be estimated as a function of temperature using the freshwater and seawater solubility data by a least-square fit with a second-order polynomial (Masterton, 1975).

\[
k_2 = c_1 t^2 + c_2 t + c_3 = c_1(T - 273.15) + c_2(T - 273.15) + c_3
\]

(6)

where \( t \) is the temperature in Celsius, \( T \) is the temperature in Kelvin and \( c_i \) are the constants.

The ionic strength of seawater \( I_V \) (g L\(^{-1}\)) can be calculated from its salinity \( (S) \) (Deeds, 2008):

\[
I_V = 0.03600 \times S \times \rho(T,S)
\]

(7)

where \( \rho(T,S) \) is the density of seawater in kg L\(^{-1}\), estimated using the equation of state of seawater (Millero and Poisson, 1981). This equation is suitable for temperature \( (T) \) from 273.15 K (0 °C) to 313.15 K (40 °C) and salinities \( (S) \) from 0.5 to 43.

The seawater solubility of the target compounds based on Method I can therefore be estimated by combining Eq. (4), (5), (6), and (7):

\[
\ln L = \left[ a_1 + a_2 \cdot \left( \frac{100}{T} \right) + a_3 \cdot \ln \left( \frac{T}{100} \right) \right]\exp\left[ -c_1(T - 273.15)^2 + c_2(T - 273.15) + c_3 \right]

\times \frac{0.03600}{1.80655} \times S \times \rho(T,S)
\]

(8)

2.7.2 Method II: the pp-LFER model

The solubility estimation of compounds is based on a cavity model, the poly-parameter linear free energy relationships (pp-LFERS) of Abraham (1993). Abraham and/or the CGW model

The pp-LFER model has been applied and validated for many types of partition coefficients (Abraham et al., 2004; 2012). In this model, the process of dissolution of a gaseous or liquid solute in a solvent involves setting up various exoergic solute-solvent interactions. Each of these interactions is presented in relevant solute parameters or descriptors. The selected Abraham model solute descriptors are the excess molar refraction (\( E \)) in cm\(^3\) mol\(^{-1}\)/10, the solute dipolarity/polarizability (\( S \)), the overall solute hydrogen-bond acidity (\( A \)) and basicity (\( B \)), the McGowan’s characteristic molar volume (\( V \)) in cm\(^3\) mol\(^{-1}\)/100 and the gas to hexadecane partition coefficient (\( \log L^{15} \)) at 298.15 K.
\[
\log SP = c + eE + sS + aA + bB + vV
\]  
\[
\log SP = c + eE + sS + aA + bB + \log L^{16}
\]  
In these equations, the dependent variable \( \log SP \) is some property of a series of solutes in a given system. Therefore, \( SP \) could be partition coefficient, \( P_i \), for a series of solutes in a given water-solvent system in Eq. (9), or \( L_i \) for a series of solutes in a given gas-solvent system in Eq. (10).

In this work, \( \log SP \) refers to some solubility-related property of a series of gaseous solutes in water. \( SP \) is the gas-water partition coefficient \( K_w \), which can be determined in terms of equilibrium mole fractions of the solute, through Eq. (11).

\[
K_w = \frac{\text{Conc. of solute in water, in mol dm}^{-3}}{\text{Conc. of solute in the gas phase, in mol dm}^{-3}}
\]

The Ostwald solubility coefficient \( L_0 \) (in L L\(^{-1}\)) is usually expressed as the gas-water partition coefficients \( K_w \), which can be estimated by Eq. (10). But \( L_0 \) can be determined by both Eq. (9) and Eq. (10) because the “solute” in “water-solvent partition coefficient” could also be gas phase (Abraham et al., 1994; 2001; 2012). Based on the definition of gas-water partition coefficients in Eq. (11), the values calculated from Eq. (9), water-gas partition coefficients, should be the reciprocal of the real solubility coefficients. But they are not. When Abraham dealt this in his work (Abraham et al., 1994; 2001; 2012), he already treated the \( SP \) in Eq. (9) as the Ostwald solubility coefficients \( L_0 \). So \( L_0 \) can be determined by both Eq. (12) and Eq. (13) by rewriting Eq. (9) and Eq. (10):

\[
\log L_0 = c + eE + sS + eA + bB + vV
\]  
\[
\log L_0 = c + eE + sS + aA + bB + \log L^{16}
\]  
Inspired by Endo et al. (2012) and Goss et al. (2006) using the pp-LFER model to estimate the salting-out coefficients based on corrected \( V \) (\( V_c \)) (described afterwards), \( V_c \) replaced \( V \) in Eq. (12) with the same other descriptors, was also used to calculate the Ostwald solubility coefficient in water, expressed as Eq. (14), for comparison.

\[
\log L_0 = c + eE + sS + aA + bB + vV_c
\]

\( L_0 \) estimated by Eqs. (12), (13) and (14) based on \( V, \log L^{16} \) and \( V_c \) were compared with the observed values. The estimated \( L_0 \), which is closest to the observed values will be chosen as the one to estimate the Ostwald solubility coefficients in water for the pp-LFER model method.

The set of coefficients, \( c, e, s, a, b, v \) and \( l \) characterize a solvent phase in terms of specific solute/solvent interactions. They are determined by multiple linear regression (MLR) analysis. The coefficients \( c, e, s, a, b \) and \( v \) for Eqs. (12), (13) and (14) at 298.15 K and 310.15 K are shown in Table 3 (Abraham et al., 1994; 2001; 2012). The Abraham model solute descriptors \( E, S, A, B, V, V_c \) and \( \log L^{16} \) are calculated based on different methods and shown in Table 4. The \( E \) descriptor describes the polarizability of a solute. \( E \) for target compounds except HCFC-22 and PFC-116 can be obtained from Abraham et al. (2001).

For HCFC-22, the value of the \( E \) descriptor was calculated by Eq. (15) on the basis of the number of iodine, bromine, chlorine and fluorine atoms \((nI, nBr, nCl, \text{and } nF)\) in a halocarbon (Abraham et al., 2012), obtained from a regression analysis of 221 compounds. The methods of determining \( S, A, B \) descriptors are reported in previous studies (Abraham et al., 1989; 1991; 1993). The \( V \) descriptor, which is the measure of the size of a solute, is the molar volume of a solute calculated from McGowan’s approach (McGowan and Mellors, 1986; Abraham and McGowan, 1987). The \( V_c \) descriptor is the corrected McGowan’s characteristic molar volume with the characteristic atomic volume for a fluorine atom (Goss et al., 2006). \( L^{16} \) is the solute gas/hexadecane partition coefficient or the Oswald solubility coefficient in hexadecane at 298.15 K, which can be obtained from previous studies (Abraham et al., 1987; 2001; 2012).

\[
E = 0.641nI + 0.320nBr + 0.140nCl - 0.098nF
\]

\[
n = 221, SD = 0.083
\]

The solubility of a compound in salt solution can be determined from its solubility in water by Eq. (16). This equation is also the method for the quantitative description of the salting-out effect in neutral organic solutes, expressed in the following form using a modified Setschenow relationship (Sander, 1999; Schwarzenbach et al., 2003; Endo et al., 2012).
\[ \log(\frac{L_0}{L}) = K_s \cdot [salt] \]  
(10)

where \( L_0 \) is the Ostwald solubility coefficient in pure water (in \( \text{L} \cdot \text{mol}^{-1} \)), \( L \) is the Ostwald solubility coefficient in the salt solution (in \( \text{L} \cdot \text{mol}^{-1} \)), \( K_s \) is the molality-based Setschenow (or salting-out) coefficient (\( \text{M}^{-1} \)) for the salinity- and common logarithm-based Setschenow equation and is independent of [salt], and [salt] is the molality of the salt in mol L\(^{-1}\). The relationship between [salt] and salinity (\( S, \text{g} \cdot \text{L}^{-1} \)) in seawater is 
\[ [salt] = S/M_{NaCl} \]  
where \( M_{NaCl} \) is the molar mass of sodium chloride (NaCl, 58.44 g mol\(^{-1}\)). So the salt mole fraction in seawater is approximately equivalent to 0.6 M NaCl (i.e., [NaCl] = ca. 0.6 M). It is best to define the salt solution based on molality. Adding dry salt to a solution does not change the molality of other solutes as the molality is the mass of the solvent rather than the solution (Sander, 1999).

The salting-out coefficient \( K_s \) should be estimated to calculate the solubility of a compound in a salt solution. \( K_s \) can be estimated by the poly-parameter linear free energy relationships (pp-LFERs) since \( K_s \) is formally comparable with the Common Logarithm of the partition coefficient between the 1 M NaCl solution and freshwater (Abraham et al., 2012; Endo et al., 2012).

\[ K_s = c + eE + sS + aA + bB + vV_c \]  
(12)

The coefficients \( c, e, s, a, b, \) and \( v \) for Eq. (17) at 298.15 ± 2 K are shown in Table 3 (Endo et al., 2012). \( E, S, A, B, \) and \( V \) are same as the ones described above. It is not easy to calculate the error in the descriptors as all the descriptors are calculated simultaneously (Abraham et al., 2001). \( E \) is calculated without error. \( V_c \) is the McGowan’s characteristic molecular volume with outlier error. The general errors of \( S, A, B \) are thought to be 0.03 (Abraham et al., 1998; 2001). We assume that the error for each is 0.01 when \( S, A \) and \( B \) are all not zero and we assume that the error is 0.03 for \( S \) and \( A \) for 0 and \( B \) when \( S \) is not zero but \( A \) and \( B \) are both zero. So the uncertainties of salting-out coefficients could be calculated by error propagation based on different functions. Using the above pp-LFER model, the Setschenow coefficient \( K_s \) can be estimated for numerous compounds with various functional groups (Endo et al., 2012). The solubility of compounds in seawater based on the pp-LFER model can be estimated by combining one of the Eqs. (12), (13), (14) with Eqs. (16) and (17).

\[ L = L_0 \times 10^{-0.03K_sM_{NaCl}} \]  
(18)

In order to distinguish between Abraham’s original method and the revised method based on his method in estimating Ostwald solubility coefficients in water, which we define as Method II when \( L_0 \) is calculated by Eq. (12) or Eq. (13) and Revised Method II when \( L_0 \) is calculated by Eq. (14).

2.7.3 Combined Method: combined CGW model and pp-LFER model

The main difference between the two methods described above to estimate the solubility of compounds in seawater is the different methods to estimate the water solubility and salting-out coefficients. Method I, reported in Deeds (2008), is mainly based on the Clark-Glew-Weiss (CGW) solubility model. The water solubility functions of compounds are constructed based on the CGW model and the salting-out coefficients are estimated as a function of temperature using the freshwater and seawater solubility data by the least-square fit with a second-order polynomial. In Method I, more solubility measurements in water and seawater are needed and chemical properties of compounds are considered. Method II is based on the poly-parameter linear free energy relationships (pp-LFERs). The water solubility of compounds and salting-out coefficients are both estimated based on the pp-LFERs. Consideration of the physical properties of compounds is more important in Method II. Both Methods have shortages and advantages. For Method I, there are frequently too few seawater solubility measurements for target compounds in order to construct the second-order polynomial between the salting-out coefficient and temperature. For Method II, the water solubility functions for target compounds are only constructed at 298.15 K and 310.15 K (Abraham et al., 2001; 2012).

The best approach is a combination of Method I and II to construct the solubility of compounds in water and seawater. The freshwater solubility functions of compounds can be constructed based on the Clark-Glew-Weiss (CGW) solubility model
3 Results and Discussion

3.1 Atmospheric histories and growth rates

During late winter, typically January, February, and March in the Northern Hemisphere and July, August and September in the Southern Hemisphere, heat is lost from the surface seawater which results in an increased density of the surface seawater. During this process, the mixed layer deepens and older water (usually with lower transient tracer mole fractions) is brought in contact with the atmosphere. The mixed layer is gaining density and tends to be transported towards the ocean interior through diffusive, advective and/or convective processes. This water then carries with it a signature of the atmospheric mole fraction, pending the saturation state of the water as it leaves the surface layer. For tracers with rapidly increasing atmospheric mole fractions and for deep mixed layers under saturation of the tracers has been reported (e.g. Tanhua et al. (2008b)). Since we are interested in reporting the annual means for the compounds for their use as oceanic tracers of water masses, it is useful to know the atmospheric mole fractions of these compounds in late winter compared to annual means. JFM and JAS are nominally the coolest times in the Northern and Southern Hemispheres, respectively, and normally the main periods when water masses are formed. Therefore, we reconstructed JFM means and JAS means atmospheric mole fractions for all species in the Northern and the Southern Hemispheres. The annual mean atmospheric mole fractions of these compounds are mainly given to allow comparison to the annual mean atmospheric mole fractions for CFC-11, CFC-12, CFC-113, and CCl₄ given in previous studies (Walker et al., 2000; Bullister, 2015).

As described in Sect. 2, there are a number of data sets available for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 (Table S1, Fig. S1a-h). Once consolidated onto a single data set via a common calibration scale, all data were fitted by a smoothing spline to determine the monthly means for each compound. The hemispheric annual means, JFM means (NH) and JAS means (SH) atmospheric dry air mole fractions in parts per trillion (ppt) are then estimated and shown in Fig. S1a-h and the top panels of Fig. 2a-h. The associated uncertainties were estimated by error propagation and shown in the lower panels of Fig. 2a-h. The mole fractions and associated uncertainties are also given with JFM means (e.g. 2000.125), annual means (e.g. 2000.500) and JAS means (e.g. 2000.625) and shown in Table S2. Annual growth rates were calculated based on the annual means, combined with their associated errors, and shown in the lower panels of Fig. 2a-h. Inter-hemispheric gradients (IHG) are estimated from the annual mean atmospheric mole fractions of a gas in the NH minus the annual mean in the SH in the same year (Fig. 2a-h). Errors of the IHG were estimated based on error propagation of the annual means in the NH and the SH in the same year (Fig. 2a-h).

3.1.1 HCFC-22

HCFC-22 (Fig. 2a, Table S2 and Fig. S1a) Annual mole fractions of HCFC-22 are 253.2 ± 0.4 ppt (NH) and 231.2 ± 0.3 ppt (SH) in 2017, 23% increase from 2009 (Montzka et al., 2010a). The inter-hemispheric gradient (IHG) initially increased but has been diminishing since 2010 because of a decline in emission growth rates. Growth rates for HCFC-22 rose steadily until 1990, followed by a slight decrease, which coincides with the large production and consumption reported between the 1950s and 1990s (Fig. 1) and a freeze of production magnitudes in the developed countries in 1996. A rapid increase occurred...
3.1.2 HFC-141b

HFC-141b (Fig. 2b, Table S2, and Fig. S1b). HFC-141b annual mole fractions increased from 1990, a slowdown occurred in the second-half of the 2000s, corresponding to a sharp drop in production and consumption in 2005 (Montzka et al., 2015). HFC-141b annual mole fractions have increased to a maximum of 26.0 ± 0.1 ppt (NH) in 2016 and 23.6 ± 0.1 ppt (SH) in 2017, representing 36% (NH) and 41% (SH) increases from 2005 and 7% (NH) and 12% (SH) increases from 2012. This also suggests that the annual mole fractions in the NH began to decrease. Rapid growth rates were seen before 1992 (NH) and 1995 (SH), coinciding with intensified industrial production and consumption of HCFCs in the 1990s. This is followed by a comparatively stable plateau period, 1994-1999 (NH) and 1995-1999 (SH), consistent with UNEP production (Montzka et al., 2015) and consumption changes (UNEP, 2018). Subsequently, the growth rate declined until around 2005. Since 2005, production has increased substantially in developing countries, so growth rates recovered to higher values in 2006-2007. Growth rates in 2012 appear to be 49% (NH) and 59% (SH) decrease to 2016 of 0.07 ppt yr⁻¹ (NH) and 0.36 ppt yr⁻¹ (SH). The growth rates in 2016 are very close to the growth rates seen in the 1980s. This decline coincides with the global production and consumption of HCFCs being capped in 2013 in developing countries (Montzka et al., 2015).

3.1.3 HCFC-142b

HCFC-142b (Fig. 2c, Table S2, and Fig. S1c). Annual mean mole fractions show a slow initial increase until 1989 followed by a sharp increase in the 1990s, the same slowdown in the mid-2000s as seen with HFC-141b, and finally a plateau in recent years. Annual mole fractions reached a maximum of 23.4 ± 0.1 ppt (NH) and 21.9 ± 0.1 ppt (SH) in 2017 at the end of the time series, representing a 39% (NH) and 48% (SH) increase since 2005. Annual mole fractions in the NH show a declining trend. The IHG and growth rates exhibit two peaks, one in the 1990s and another in 2007/2008 followed by a substantial drop. There are minima in growth rates around 2005 for all three HCFCs. The peak-valley-peak distribution patterns of HCFCs are consistent with the UNEP consumption changes (UNEP, 2018). This is followed by a dramatic 99% (NH) and 94% (SH) decline to 2015 from 2007/2008 at an annual average rate of 0.24 ppt yr⁻¹ for both hemispheres. This decline in both atmospheric mole fractions and emissions follows reduced production and consumption in developed countries and a levelling off of production and consumption in developing countries (Carpenter et al., 2014). The current growth rates are similar to those seen in the 1980s before the rapid increase in emissions.

3.1.4 HFC-134a

HFC-134a (Fig. 2d, Table S2, and Fig. S1d). Annual mean mole fractions have increased continuously since the 1990s. The monotonical increase is reflected in emissions (Xiang et al., 2014; Montzka et al., 2015; Simmonds et al., 2017). HFC-134a annual mole fractions reached a maximum of 402.7 ± 0.2 ppt (NH) and 89.4 ± 0.2 ppt (SH) by the end of the current time-series, representing 163% (NH) and 191% (SH) increases since 2005 and 40% (NH) and 42% (SH) increases since 2012. IHG and growth rates started to increase around 1992, then rapidly increased in 1995-2004, followed by a stabilization of growth rate in 2009-2012 and then an increase since 2012. The maximum growth rates are shown at the end of the time-series of 6.5 ppt yr⁻¹ (NH) and 6.0 ppt yr⁻¹ (SH), representing 41% (NH) and 42% (SH) increases from 2005 and 26% (NH) and 23% (SH) increases from 2012.
3.1.5 PFC-14

PFC-14 (Fig. 2e, Table S2, and Fig. S1e): Annual mean mole fractions, HGF and growth rates increased throughout the atmospheric history record, which reflects a continuing increase in emissions (O’Doherty et al., 2009; Montzka et al., 2015; Simmonds et al., 2017). Annual mean mole fractions reached a maximum of 25.7 ± 0.1 ppt (NH) and 21.7 ± 0.05 ppt (SH) at the end of the time-series, representing 199% (NH) and 216% (SH) increases since 2009 (O’Doherty et al., 2009). The growth rate reached a peak of 3.1 ppt yr\(^{-1}\) (NH) and 2.6 ppt yr\(^{-1}\) (SH) by the end of the time-series, representing 117% (NH) and 138% (SH) increases from 2009. The increase in growth rate of PFC-14 is more than three times the growth rate increase for PFC-134a.

3.1.6 HFC-23

HFC-23 (Fig. 2f, Table S2 and Fig. S1f): Annual mean mole fractions have increased since 1978. HFC-23 atmospheric mole fractions peaked at 30.7 ± 0.05 ppt (NH) and 24.2 ± 0.06 ppt (SH) by the end of the time-series (in 2017), representing 33% (NH) and 32% (SH) increases since 2002 (Miller et al., 2010). HGF and growth rates exhibit an increasing trend with large fluctuations over the time-series, with local maxima in the growth rate in 2006 and 2013, and a minimum in 2009, which reflects changes in emissions (Carpenter et al., 2014; Simmonds et al., 2018). The slowing in growth rate was in response to emission reductions in developed countries that began in the late 1990s, combined with the UNFCCC CDM destruction program for the developing countries that started around 2007 (Miller and Kuijpers, 2011; Carpenter et al., 2014). The higher values in growth rates could be attributed to the increase in production of HCFC-22 with no subsequent incineration of HFC-23 (Miller and Kuijpers, 2011; Carpenter et al., 2014). The current annual growth rates are 1.4 ppt yr\(^{-1}\) (NH) and 0.86 ppt yr\(^{-1}\) (SH), representing 100% (NH) and 68% (SH) increases since 2009.

3.1.7 PFC-14 (CF-4)

PFC-14 (Fig. 2g, Table S2, and Fig. S1g): Trudinger et al. (2016) used a firm diffusion model to determine the atmospheric abundance of PFC-14 since 1900 from ice core, firm air, archived air and in situ measurements. Here we updated and extended the time series assembled by Trudinger et al. (2016). PFC-14 has a natural background of 34.05 ± 0.33 ppt (Trudinger et al., 2016). Annual mean mole fractions and growth rates began to increase around 1900, with a local maximum in growth rate around 1943. The maximum reflects changing emissions from increasing aluminum production during World War II (Barber and Tabereaux, 2014; Trudinger et al., 2016), for example for the construction of aircraft. Mole fractions of PFC-14 began to increase rapidly in the 1970s. Since then it has continued to grow, reaching a maximum of 84.30 ± 0.04 ppt (NH) and 83.05 ± 0.03 ppt (SH) at the end of the time-series (in 2017), representing 8% (NH) and 7% (SH) increases from 2009. The growth rates began to increase from the 1950s and peaked in 1980 before declining. The decline is attributed to a concerted effort by the aluminum and semiconductor industries to reduce their emissions (Trudinger et al., 2016). The growth rate minimum in 2009 could be related to the Global Financial Crisis (Trudinger et al., 2016). PFC-14 growth rates have increased again during the last five years probably due to increased aluminum production, and perhaps rare Earth element production in developing countries (Vogel and Friedrich, 2018). The current growth rates are 0.21 ppt yr\(^{-1}\) (NH) and 0.85 ppt yr\(^{-1}\) (SH), representing 48% (NH) and 49% (SH) increases from 2009.

3.1.8 PFC-116

PFC-116 (Fig. 2h, Table S2, and Fig. S1h): We updated and extended the time series previously shown in Trudinger et al. (2016). PFC-116 has a pre-industrial background of 0.002 ppt (Trudinger et al., 2016). PFC-116 shows a similar atmospheric trend to PFC-14. Annual mean mole fractions have increased since ~1900, with a step up around 1943 (discussed above, PFC-116 is co-produced with PFC-14 during aluminum production), then increased significantly in the 1970s, reaching 4.73 ± 0.007 ppt (NH) and 4.06 ± 0.007 ppt (SH) by the end of the record, representing 16% increases from 2009, PFC-116 is a stable average...
The trends in IHG and in emissions/growth rates are very similar, while the annual mean mole fractions of the remaining halogenated compounds, HCFC-22, PFC-14 and PFC-116, have also increased continuously in the background atmosphere throughout the whole atmosphere history record (Fig. 2a-h). Recent growth rates are decreasing for HCFCs, are increasing for HFCs and are stable for PFCs. From Fig. 2a-h, it is clear that the mole fractions for target compounds in the NH are always larger than those in the SH but follow similar trends; the growth rates in both hemispheres are also similar, lagged in the SH, and the trends in IHG and in emissions/growth rates are very similar. This behavior is because the majority of the emissions (typically > 95%) occur in the NH extra-tropics (O’Doherty et al., 2009; Saikawa et al., 2012; Carpenter et al., 2014; UNEP, 2018) and the interhemispheric mixing time is around one or two years. Thus the larger (the increase) in emissions in the NH, the higher the resultant IHG. If all emissions stop, long-lived compounds would expect to reach near-identical mole fractions in both hemispheres.

3.2 Growth Patterns

The atmospheric history trends of target compounds generally follow expected patterns based on the history of their known industrial applications and production bans. We can make out three distinct behavioural patterns where we could predict the trend of annual mean mole fractions of these compounds. Pattern I: the annual mean mole fraction shows sigmoidal (S-shaped) growth and the annual growth rates exhibit the shape of Gaussian distribution over the whole time period, such as HCFC-141b and HCFC-142b. This means that annual mole fractions of these compounds are going to decrease or are decreasing. Pattern II: the annual mean mole fractions show initial exponential growth followed by a period of linear increase, whilst the growth rates show a sigmoidal pattern but slightly increase recently, such as HFC-134a and HFC-23 (combined the modelled mole fractions output of HFC-23 from 1950 to 2016 in Fig. 1). Simmonds et al. (2018). This means that mole fractions of these compounds are going to continuously increase with relatively slower growth rates in the near future. Afterwards, they will likely experience a plateau phase, followed by a decline following the restrictions imposed by the 2016 Kigali Amendment to the Montreal Protocol. Since the atmospheric lifetime of HFC-23 is much longer than that of HFC-134a, time-profiles and IHG change are expected to be a little different between HFC-134a and HFC-23. Pattern III: The annual mean mole fractions and growth rates both show exponential (I-shaped) growth, such as HFC-125. So the atmospheric history and growth rate of HFC-125 are going to increase for a longer period of time than HFC-134a and HFC-23, and then will likely follow a similar path to the compounds in Pattern II as they are subjected to the same regulations.

The annual mean mole fractions of the remaining halogenated compounds, HCFC-22, PFC-14 and PFC-116, have also increased throughout the time-series and continue to increase today. The growth rates of these compounds initially increased and experienced a peak before declining. The growth trend for HCFC-22 is more likely to experience a plateau and then decrease and follow the trends of HCFC-141b and HCFC-142b as they are subjected to the same regulations. Different from all other target compounds, the annual mean growth rates of PFC-14 and PFC-116 have stabilized after a short decline without specific restrictions on emissions. This could be attributed to the changing sources of both PFC-14 and PFC-116. PFC emissions from the aluminium industry dominated for a long time but have likely been declining for the past decade or so, while emissions by the electronics industry (Kim et al., 2014) and probably the rare earth elements industry became more important. The very long lifetimes of PFCs in the atmosphere makes a decrease in the atmospheric mole fraction unlikely in the foreseeable future.

Considering the combined growth patterns and the production and consumption histories for these gases (Fig. 1), the sequence of atmospheric change of HCFCs and HFCs coincide with the replacement sequence of CFCs. In 1980s, CFCs were...
found to be a threat to the ozone layer (Molina and Rowland, 1974; Rowland and Molina, 1975). To facilitate the phase-out of the more potent ozone depleting CFCs, HCFC production and consumption increased rapidly in developed countries in the 1990s and in developing countries in the mid-2000s as industrial/domestic usage as CFCs was curtailed. Thus atmospheric growth rates of HCFCs reached a peak in the 1990s and/or 2000s. Following the 2007 amendment to the Montreal Protocol, the production and consumption of HCFCs was phased-out sooner than originally mandated. With a large emission source of HCFC-22 existing in refrigeration systems and stockpiling, emissions are expected to continue (Carpenter et al., 2014). The atmospheric mole fractions of HCFCs tend toward stable values or decline as a consequence of the freeze of HCFC production and consumption for dispersive uses in 2013 in Article 5 countries. Moreover, the growth rates of HCFCs are decreasing. HCFCs have been developed as potential substitutes for both CFCs and HCFCs because they pose no harm to the ozone layer. Their production and consumption has increased rapidly over the past decade or so. This accounts for the rapid growth of the atmospheric mole fractions of many HFCs and the J-shaped or S-shaped patterns of their growth rates.

### 3.3 Solubility in seawater

The seawater solubility functions for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 are estimated, based on their freshwater solubilities, as no direct studies of the solubility functions of the target compounds in seawater have been published.

#### 3.3.1 Solubility in freshwater

Available freshwater solubility data for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 from previous studies were compiled. These data were converted to a common solubility unit (Ostwald solubility, \( L_0 \), in L L\(^{-3}\)) and fitted with the Clark-Glew-Weiss (CGW) function of temperature to construct the freshwater solubility equations shown in Fig. S2a,c. Only the observed values of water solubility from Abraham et al. (2001) are involved in the fits. Those calculated values using the revised Method II (described below) are shown only for comparison. The seawater solubility functions in Ostwald solubility units for HCFC-22, HFC-134a, HFC-125, HFC-23 and PFC-116 (Fig. S2a, d, e, f, h) are compared with the results from Deeds (2008) and agree well, except for HFC-125.

For HFC-125, three fitted curves are shown in Fig. S2e, reflecting that data obtained by different methods do not agree with each other. Curve 1 includes data from Miguel et al. (2000), where the \( \delta \) approach (the fugacity coefficient - fugacity coefficient method) has been used to predict the experimental results and the fugacity coefficients were calculated using a modified version of the Peng-Robinson equation of state, and Battino et al. (2011) where the data were collected from the International Union of Pure and Applied Chemistry (IUPAC) Solubility Data Series and, in some cases, as averages or estimates. Curve 2 includes data from Mcilrend (1990) obtained from the vapour pressure of the pure substance divided by aqueous solubility (sometimes called VP/AS), and HSDB (2015) where the data were calculated with the quantitative structure-property relationship (QSPR) or a similar theoretical method. Curve 3 includes data from Reichl (1995) and Abraham et al. (2001) observed, which are both measured values from original publications. Considering that the data which were based on measurements match with our results (Fig. S2a) calculated by Method II (only based on the physical properties of compounds), Curve 3 (the curve in the bottom) is chosen as the water solubility fit.

In Deeds (2008), freshwater solubility functions in Bunsen solubility unit (\( \alpha, \) in L L\(^{-1}\), at standard temperature and pressure - STP) were converted to the Ostwald solubility unit for comparison. The freshwater solubility function in Ostwald solubility unit for PFC-14 (Fig. S2b) was compared with the results from Clever (2005) and Deeds (2008). The fit for water solubility functions agrees to within 4.0%, 7.8%, 2.5%, 6.8%, 5.9%, 2.3%, 0.95% and 3.5% with majority (two-thirds) of the data for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116, respectively. The constants \( a_1, a_2, a_3 \) for solubility functions of the target compounds in water are given in Table 5.
In order to validate the calculation method of water solubility, the solubility for CFC-12 in water calculated by the Combined Method and by the method from Warner and Weiss (1985) were compared. Warner and Weiss (1985) estimated the freshwater and seawater solubility function of CFC-12 by experiments and a different model fit without using a salting-out coefficient. The freshwater solubility function of CFC-12 calculated by the Combined Method was constructed by collecting freshwater solubility data from the literature (Fig. S2i). The freshwater solubility of CFC-12 from Warner and Weiss (1985) match data from other studies very well (the root-mean-square of misfit is 0.006). Moreover, the fits based on the function in Warner and Weiss (1985) and the CGW model in this study match very well (Fig. S2i). The average Relative Standard Deviation (RSD) of water solubility estimated by the two methods for CFC-12 in the range of 273.15-313.15 K (0-40 °C) is 0.17%. This means that our method for estimating the freshwater solubility is valid.

### 3.3.2 Salting-out coefficient

The salting-out coefficient $K_s$ is independent of salinity and is a function of temperature, which can be obtained from Method I and Method II in Sect. 2.7. In order to validate this, $K_s$ was calculated by Eq. (16) (Method II) based on the experimental results of the freshwater and seawater solubility of CFC-12 from Warner and Weiss (1985). The average of $K_s$ is 0.229 ± (1.41·10^{-15}) L g^{-1} at 298.15 K when the salinity is in the range of 0-40. The RSD is 6.16·10^{-13}%, which is minor enough to be neglected. Thus $K_s$ is independent of salinity. In Fig. 3, a quadratic relationship between the salting-out coefficient and temperature was found. $K_s$ is in the range of 0.229-0.249 L g^{-1} (at a mean of 0.235 ± 0.005 L g^{-1}) at a salinity of 35 when the temperature is in the range of 273.15-313.15 K (0-40 °C). The RSD is 2.3%. This means that the effect of temperature on the salting-out coefficient is also very small.

In order to estimate the solubility functions for target compounds in seawater, their salting-out coefficients ($K_s$) should be estimated. As shown in Eq. (17), $K_s$ is estimated based on the descriptors of all target compounds. With the exception of PFC-116, $E, S, A, B, V$ values for the target compounds were obtained from studies (Abraham et al., 2001; 2012). For PFC-116, the excess molar refraction ($E$) was calculated by Eq. (5). The dipolarity/polarizability ($S$) for PFC-116 (CF$_4$) was estimated as -0.350 based on the $S$ of PFC-14 (CF$_3$F, -0.250) and PFC-218 (CF$_3$F$_2$, -0.450) (Abraham et al., 2001) and the error for the estimate of $S$ is estimated to be 0.02 based on the error propagation. $A$ and $B$ for PFC-116 (CF$_4$) are both zero since it includes only carbon-halogen atom bonds and no carbon-hydrogen bonds. $V_s$ of PFC-116 was obtained from studies (Abraham and McGown, 1987; Goss et al., 2006). The values of all descriptors for the target compounds are shown in Table 4. The errors in calculating the descriptors were estimated as 0.088, 0.047, 0.128, 0.081, 0.095, 0.051, 0.071 and 0.088 for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116, respectively (Abraham et al., 2001). On the basis of the $E, S, A, B, V$ descriptors, $K_s$ was estimated at 298.15 ± 2 K and are also shown in Table 5.

As shown in Sect. 2.7.2, $K_s$ changes with temperature are described by the coefficients $c, e, s, a, b$ and $v$ in Eq. (17). The salting-out coefficient is a second-order polynomial function of temperature as we described in Method I in Sect. 2.7.1 and discussed above for CFC-12 based on Method II. Based on the discussion of CFC-12, the effect of temperature on the salting-out coefficient is small. Also, very limited studies of $K_s$ have been reported and we assume that the salting-out coefficient $K_s$ does not change with temperature (i.e. it is a constant). Thus the final salting-out coefficients are calculated using Eq. (17) at 298.15 K for the target compounds and shown in Table 5.

### 3.3.3 Solubility in seawater based on Combined Method

Following the calculation method shown in Sect. 2.7.3, seawater solubility functions for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 were constructed in the corresponding temperature range (Table 5) based on Eq. (19). Ostwald solubility coefficients in seawater at 1 atm, 25°C and 35 g kg$^{-1}$ were estimated to be 0.669 L mol$^{-1}$ for HCFC-22, 0.537 (HCFC-141b), 0.268 (HCFC-142b), 0.292 (HFC-134a), 0.063 (HFC-125), 0.249 (HFC-23), 0.00388 (PFC-14) and 0.00102 (PFC-116), respectively (Table 5). For comparison, the solubilities of CFC-12, CFC-11, CFC-113,
CCl₄ and SF₆ in seawater are converted to the Ostwald solubility unit at 1 atm, 25°C and 35 g kg⁻¹. They are 0.0504, 0.177, 0.0518, 0.568 and 0.00401 L L⁻¹, respectively. In previous studies, Mackay et al. (2006) reported that many hydrocarbons have solubility in seawater of ~75% of their solubility in distilled water. Moore et al. (1995) reported that the solubility of short-lived halocarbons (e.g. CH₄, CHBr₃, CH₂Br₂, CHBr₃Cl and CHCl₃) in seawater is 80% of their solubility in freshwater. For comparison, the solubility of CFC-12 in seawater is 73% of its solubility in freshwater (Warner and Weiss, 1985). The percentages are 72% for CFC-11 (Warner and Weiss, 1985), 74% for CFC-113 (Bu and Warner, 1995), 78% for CCl₄ (Bullister and Wisegarver, 1998) and 73% for SF₆ (Bullister et al., 2002). For our target compounds, the percentages of the seawater solubility on the freshwater solubility at 298.15 K and salinity of 35 are 79% for HCFC-22 and HFC-23, 77% for HFC-123 and PFC-116. Similar to the CFCs and SF₆, the percentages for HCFCs, HFCs and PFCs are also in the range of around 70-80%.

The advantage of the constructed seawater solubility function is that it can be used over a greater temperature range rather than only for a few selected temperatures.

Overall uncertainties of water solubility estimates for target compounds are calculated as the root-mean-square of the misfit between the measurements and the fitted values. They are 0.0352 L L⁻¹ for HFC-22, 0.0283 L L⁻¹ for HFC-141b, 0.0065 L L⁻¹ for HFC-142b, 0.0114 L L⁻¹ for HFC-134a, 0.0116 L L⁻¹ for HFC-123, 0.0132 L L⁻¹ for PFC-14, 9.0695 × 10⁻² L L⁻¹ for PFC-116. The uncertainties of seawater solubility of target compounds at different salinities (0-40) and a temperature of 298.15 K are estimated by the propagation of uncertainty from water solubility and salting-out coefficients. They are 0.034 L L⁻¹ for HFC-22, 0.032 L L⁻¹ for HFC-141b, 0.021 L L⁻¹ for HFC-142b, 0.031 L L⁻¹ for HFC-134a, 0.030 L L⁻¹ for HFC-123, 0.031 L L⁻¹ for PFC-14, and 0.029 L L⁻¹ for PFC-116. The uncertainties of seawater solubility at different temperatures (273.15-313.15 K) and a salinity of 35 are also estimated by the same method. They are 0.041 L L⁻¹ for HCFC-22, 0.037 L L⁻¹ for HFC-141b, 0.029 L L⁻¹ for HFC-142b, 0.030 L L⁻¹ for HFC-134a, 0.026 L L⁻¹ for HFC-123, 0.029 (HFC-141b), 0.027 (HFC-142b), and 0.025 (PFC-116).

In order to evaluate the effectiveness of the Combined Method, the Ostwald solubility coefficients of PFC-14 in seawater estimated by the Combined Method were compared with the observed values (Table 6) because only seawater solubilities of PFC-14 have been measured (Scharlin and Battino, 1995). The estimated solubility of PFC-14 in seawater at 293.15 K is the closest to the measured values. The RSD of calculated value and the measured value is only 0.79%.

### 3.3.4 Comparison of solubility in seawater based on three methods

In order to validate the possibility of Method I and Method II, and to find out the advantages of the Combined Method, we estimated seawater solubilities of the target compounds based on Method I and Method II and compared them to the results from the Combined Method.

For Method I, only the seawater solubility function of PFC-14 was constructed (Table S3) as only the seawater solubility of PFC-14 has been measured (Scharlin and Battino, 1995). The advantage of the constructed seawater solubility function is that it can be used over a greater temperature range rather than only for a few selected temperatures.

The only difference between Method II and the Combined Method is the difference in estimating water solubility. For water solubility calculations, Method II uses the pp-LFERs, based only on the physical properties of compounds, whereas the Combined Method uses the CGW model based on measurements. For water solubility based on the pp-LFERs, the water solubilities Lₛ estimated by Eqs. (12), (13) and (14) on V, log L₁⁶, and V, were compared to the observed values (Table S4). As shown in Table S4, the water solubilities of most compounds calculated based on V, (Revised Method II) are closer to both the observed values (Abraham et al., 2001) and the CGW fitted values than when they are calculated based on V or log L₁⁶ (Method II). So Revised Method II is more suitable for target compounds except for HFC-125 for which the pp-LFER model method is used. The calculated water solubilities based on the (Revised) Method II are shown in Fig. S2a for comparison. Small differences in water solubility calculated by the (Revised) Method II and the Combined Method (CGW...
model) verifies the reliability of both methods. Compared with the pp-LFERs model method, the water solubility estimated by the CGW model method is closer to the observed values (Table S4). This is also the reason why the CGW model method is chosen for the Combined Method in estimating water solubility coefficients. The final seawater solubility functions of target compounds and CFC-12 based on (Revised) Method II are shown in Table S5.

Until now, seawater solubility functions for target compounds and CFC-12 based on (Revised) Method II and the Combined Method were constructed. In order to better understand the difference between experimental results and model estimations, we compared the seawater solubility of CFC-12 calculated from Warner and Weiss (1985), from Revised Method II and from the Combined Method. The results are shown in Fig. 5. The RSDs of the seawater solubility for CFC-12 estimated by the Revised Method II and by Warner and Weiss (1985) are 3.4% at 298.15 K and 13.5% at 310.15 K. The average RSDs of the seawater solubilities estimated by Warner and Weiss (1985) and by the Combined Method are 1.4 ± 0.9% in the coincidental temperature range of 278.15-331.15 K at the same salinity of 35, and 2.9 ± 0.4% in the coincidental salinity range of 0-40 at the same temperature of 298.15 K. These results show that the seawater solubility estimated by the Combined Method is very close to measured values in Warner and Weiss (1985). Without measurements of seawater solubility of these compounds, the Combined Method is a good way to estimate the seawater solubility.

Based on the discussion above we make the following recommendation with respect to the calculation of seawater solubilities of halogenated compounds:

(i) The (Revised) Method II could be used to estimate the seawater solubilities of compounds when neither water solubility data nor seawater salinity data have been measured. This method is only based on the physical properties of compounds.

(ii) The Combined Method is a better way to estimate the seawater solubility of compounds when water solubility has been measured. This is the case for the current study. The water solubility function is constructed based on the CGW fit and the salting-out coefficients are estimated using the pp-LFERs.

(iii) The Method in published studies (Warner and Weiss, 1985; Bu and Warner, 1995; Bullister and Wisegarver, 1998; Bullister et al., 2002) is the best way to estimate the seawater solubilities. Here, both the water solubility values and seawater solubility values are experimentally determined.

It is worth noting that these methods can potentially be applied to many more compounds.

3.4 Transient Tracer potential and comparison with CFC-12

The production and consumption history of CFC-12 is shown in Fig. 1. The history of CFC-12 use as an oceanic transient tracer is also presented here. In 1973, Lovelock et al. (1973) first proposed that CFC-12 can be used as a transient tracer to study water masses in the ocean. Subsequently, large numbers of studies (Gammon et al., 1982; Weiss et al., 1985; Smethie et al., 1988; Kortzinger et al., 1999; Tanhua et al., 2008; Smith et al., 2016; Fine et al., 2017) using CFC-12 as an oceanic transient tracer have been published. In the 1990s, the World Ocean Circulation Experiments (WOCE) used CFC-12 as the normal tracer to investigate global ocean circulation and mixing. CFC-12 is still used as a tracer, although its production was prohibited in 1996 and its atmospheric mole fraction subsequently peaked in the early-2000s and is now in slow decline.

As one of the requirements to be a useful oceanic tracer, well-established and transient source functions (i.e. atmospheric abundance histories), have been established for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14, and PFC-116 here. With the exception of HCFC-141b (Fig. S1b) and HCFC-142b (Fig. S1c), the discussed compounds are still steadily increasing in the atmosphere. Therefore, they have the potential to be used as oceanic transient tracers if only considering their source functions.

For HCFCs, only mole fractions of HCFC-22 are continuing to increase in the global atmosphere. All three HCFCs show declining growth rates since 2007. Combined with the ban on HCFCs in 2007, with freezing in 1996 (developed)/2013 (developing) and phase-out in 2020/30 (Fig. 1), HCFCs can likely be used as oceanic transient tracers for the next several decades.
ades for recently ventilated waters. Due to a fall in emissions of HCFC-141b and HCFC-142b, the use of these two compounds will be more limited than HCFC-22 considering that atmospheric mole fractions of HCFC-141b have already begun to decrease and atmospheric mole fractions of HCFC-142b are likely to decrease quite soon. Therefore, atmospheric lifetimes of compounds are quite important particularly once emissions have fallen. When atmospheric mole fractions of a given compound start to decrease, it is obviously not monotonically increasing anymore, and the resultant calculated equilibrium atmospheric mole fraction in the ocean is no longer unique. Consequently, there will be two possible apparent ages for water masses so that this compound will have limited use as an oceanic tracer.

The mole fractions of HFCs are continuously increasing in the atmosphere, as are their growth rates. Restrictions on HFC consumption in the 2016 Kigali Amendment with freezing of consumption in 2019 and phase-out in 2024/28 (Fig. 1), mean that HFCs can likely be used as oceanic transient tracers for young waters for the next several decades. Moreover, HFCs have a higher potential to be oceanic transient tracers than HCFCs considering the increasing growth rates in the background atmosphere.

PFCs are increasing in the atmosphere over a well-known natural background mole fraction. Combined with an atmospheric lifetime of over 50,000 years for PFC-14 and 40,000 years for PFC-116, PFCs have greater potential than HCFCs and HFCs to be oceanic transient tracers. PFC-14 has the potential to be a tracer for a longer period thanks to its longer lifetime, steady atmospheric growth rate and no current ban, as discussed by Deeds et al. (2008). However, PFC-14 is difficult to measure because it is extremely volatile and difficult to trap and separate chromatographically. PFC-116 can also be used as a transient tracer similar to PFC-14. The challenges of PFC-116 as an oceanic tracer are that it is a significant analytical challenge (low mole fractions in the atmosphere) and a low solubility in the seawater.

Well-established source functions and the solubility functions in seawater are only two of the many requirements for an oceanic tracer. To be an oceanic transient tracer, the compound should also be conservative in the marine environment and be capable of rapid, relatively inexpensive and accurate measurement. The conservative nature of target compounds is briefly discussed in Sect. 1.2 by estimating the oceanic partial lifetimes of compounds with respect to hydrolysis in seawater. As we discussed for CFC-12, it is still used as an oceanic transient tracer though its production was phased-out in 1990s. For our target compounds, they have opportunities to be tracers once they are stable in seawater, can be measured in the ocean and have potential while atmospheric mole fractions continue to increase. This work provides two of the requirements for potential new oceanic transient tracers, whilst additional studies on compound conservation in seawater (comprehensive and detailed discussion) and measurement methods of target compounds are needed to qualify these compounds as suitable tracers.

4 Conclusions

This work has established the source functions for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 based on a synthesis of available data and models optimized for transient tracer work in two ways: 1) the atmospheric mole fractions are calculated at the time of water masses formation (late winter in each hemisphere) and 2) the seawater solubility of these compounds are reviewed for the first time. In general, the mole fractions of most compounds have been continuously rising over the past three decades and still increasing today (thought HCFC-141b and 142b rise rates have slowed down significantly). For HCFC-141b and HCFC-142b the annual mean mole fractions show sigmoidal growth and the growth rates have the shape of a normal distribution. For HFC-134a and HFC-23, the annual mean mole fractions show initial exponential growth followed by linear increase and the growth rates show a sigmoidal pattern. For HFC-125, the annual mean mole fractions and growth rates both show an exponential increase. To a certain extent, these growth patterns could predict the trends of annual mole fractions in the near future. The source functions and natural background mole fractions for all compounds show that HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125 and HFC-23 have the potential to be oceanic transient tracers for the next few decades, though their growth rates are expected to reverse, particularly for
the HCFCs, due to the restriction on production and consumption imposed by the Montreal Protocol. HFCs have a higher potential to be oceanic transient tracers than HCFCs due to the increasing growth rates in the atmosphere, though these are likely to fall as a result of the recent Kigali Amendment. PFC-14 and PFC-116 have potential to be the tracers for a longer period due to their longer lifetimes, more consistent atmospheric growth rates and because no direct production or emission bans are currently in place, though they are listed in the Kyoto Protocol and industrial practices are changing to try to reduce/minimise emissions. In addition, we have used three different methods to estimate the seawater solubilities of the compounds of interest based on available theoretical concepts and experimental data. The seawater solubility functions of these compounds were subsequently constructed, completing the input function of these potentially useful oceanic transient tracers.
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### Table 1. Atmospheric lifetimes, ocean partial lifetimes, Ozone Depletion and Global Warming Potentials of HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116

<table>
<thead>
<tr>
<th>Compound</th>
<th>Molecular formula</th>
<th>Atmospheric lifetime (years)</th>
<th>Ocean partial lifetimes (years)</th>
<th>ODP</th>
<th>GWP</th>
<th>100-yr horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td>CHClF₂</td>
<td>12</td>
<td>1174</td>
<td>0.025</td>
<td>1,765</td>
<td></td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>C₂H₃ClF⁻</td>
<td>9.4</td>
<td>9190</td>
<td>0.082</td>
<td>782</td>
<td></td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>C₂H₃ClF₂</td>
<td>18</td>
<td>122,200</td>
<td>0.025</td>
<td>1,982</td>
<td></td>
</tr>
<tr>
<td>HFC-134a</td>
<td>CH₂FCF₁</td>
<td>14</td>
<td>5999</td>
<td>0</td>
<td>1,301</td>
<td></td>
</tr>
<tr>
<td>HFC-125</td>
<td>C₂HF₃</td>
<td>31</td>
<td>10,650</td>
<td>0</td>
<td>3,169</td>
<td></td>
</tr>
<tr>
<td>HFC-23</td>
<td>CHF₃</td>
<td>228</td>
<td>-</td>
<td>0</td>
<td>12,398</td>
<td></td>
</tr>
<tr>
<td>PFC-14</td>
<td>CF₄</td>
<td>&gt; 50,000</td>
<td>-</td>
<td>0</td>
<td>6,626</td>
<td></td>
</tr>
<tr>
<td>PFC-116</td>
<td>CF₆</td>
<td>&gt; 10,000</td>
<td>-</td>
<td>0</td>
<td>11,123</td>
<td></td>
</tr>
</tbody>
</table>

See SPARC (2013).

Partial atmospheric lifetimes with respect to oceanic uptake, see studies (Yvon-Lewis and Butler, 2002; Carpenter et al., 2014).

ODP: Ozone Depletion Potential, see Laube et al. (2013).

GWP: Global Warming Potential, see Hodnebrog et al. (2013).
Table 2. Primary calibration scale conversion factors for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125 and HFC-23 between AGAGE (UB and SIO) and NOAA.

<table>
<thead>
<tr>
<th>HCFC</th>
<th>SIO-93</th>
<th>SIO-98</th>
<th>SIO-05</th>
<th>NOAA-1992</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIO-98</td>
<td>1.0053</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>NOAA-1992</td>
<td>0.997 ± 0.004</td>
<td>0.993 ± 0.007</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NOAA-2006</td>
<td>-</td>
<td>-</td>
<td>0.9971 ± 0.007</td>
<td>1.005</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>UB-98</td>
<td>SIO-05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-1994</td>
<td>1.006 ± 0.003</td>
<td>0.9941 ± 0.004</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>UB-98</td>
<td>SIO-05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-1994</td>
<td>0.937 ± 0.003</td>
<td>0.974 ± 0.005</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HFC-134a</td>
<td>UB-98</td>
<td>SIO-05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-1995</td>
<td>1.035 ± 0.004</td>
<td>1.0015 ± 0.004</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HFC-125</td>
<td>UB-98</td>
<td>SIO-14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIO-14</td>
<td>1.0826</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOAA-2008</td>
<td>-</td>
<td>0.946 ± 0.008</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

*a Example: for HCFC-22 measurement results reported on the SIO-98 scale, multiply 1.0053 to convert to the SIO-93 scale. AGAGE: Advanced Global Atmospheric Gases Experiment, UB: University of Bristol, SIO: Scripps Institution of Oceanography, NOAA: National Oceanic and Atmospheric Administration.

b (Prinn et al., 2000).
c (Prinn et al., 1998).
d (Prinn et al., 2018a).
e NOAA calibration scales for various trace gases (https://www.esrl.noaa.gov/gmd/ccl/scales.html).
g (Simmonds et al., 2017),
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<table>
<thead>
<tr>
<th>Equation</th>
<th>Coefficient</th>
<th>Process</th>
<th>$T$ (K)</th>
<th>$a$</th>
<th>$b$</th>
<th>$r$</th>
<th>$n$</th>
<th>$r^2$</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. (12), (14)</td>
<td>$L_0$</td>
<td>Water to gas</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
</tr>
<tr>
<td>Eq. (12), (14)</td>
<td>$L_0$</td>
<td>Water to gas</td>
<td>310.15</td>
<td>-0.966</td>
<td>0.698</td>
<td>2.412</td>
<td>3.393</td>
<td>4.577</td>
<td>-1.072</td>
</tr>
<tr>
<td>Eq. (13)</td>
<td>$L_0$</td>
<td>Gas to water</td>
<td>298.15</td>
<td>-1.271</td>
<td>0.822</td>
<td>2.743</td>
<td>3.904</td>
<td>4.814</td>
<td>-0.213</td>
</tr>
<tr>
<td>Eq. (13)</td>
<td>$L_0$</td>
<td>Gas to water</td>
<td>310.15</td>
<td>-1.328</td>
<td>1.058</td>
<td>2.568</td>
<td>3.658</td>
<td>4.533</td>
<td>-0.248</td>
</tr>
<tr>
<td>Eq. (17)</td>
<td>$K_s$</td>
<td>Salting-out</td>
<td>298.15±2</td>
<td>0.112±0.021</td>
<td>-0.020±0.013</td>
<td>-0.042±0.020</td>
<td>-0.047±0.018</td>
<td>-0.060±0.022</td>
<td>0.171±0.017</td>
</tr>
</tbody>
</table>

- $n$ is the number of data points.
- $r^2$ is the correlation coefficient.
- S.D. is the standard deviation.
- $F$ is the F-statistic.
<table>
<thead>
<tr>
<th>Species</th>
<th>Chemical Formula</th>
<th>E</th>
<th>S</th>
<th>A</th>
<th>B</th>
<th>V</th>
<th>( \log L_{16}^{1/6} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td>CHClF₂</td>
<td>-0.056</td>
<td>0.380</td>
<td>0.040</td>
<td>0.050</td>
<td>0.4073</td>
<td>0.4473</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>C₂H₂Cl₂F</td>
<td>0.084</td>
<td>0.430</td>
<td>0.005</td>
<td>0.054</td>
<td>0.6530</td>
<td>0.6729</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>C₂H₂ClF₂</td>
<td>-0.080</td>
<td>0.240</td>
<td>0.060</td>
<td>0.056</td>
<td>0.5482</td>
<td>0.5882</td>
</tr>
<tr>
<td>HFC-134a</td>
<td>CH₃FCF₃</td>
<td>-0.410</td>
<td>0.342</td>
<td>0.060</td>
<td>0.040</td>
<td>0.4612</td>
<td>0.5412</td>
</tr>
<tr>
<td>HFC-125</td>
<td>C₂HF₃</td>
<td>-0.510</td>
<td>-0.019</td>
<td>0.105</td>
<td>0.064</td>
<td>0.4789</td>
<td>0.6445</td>
</tr>
<tr>
<td>HFC-23</td>
<td>CHF₂</td>
<td>-0.427</td>
<td>0.183</td>
<td>0.110</td>
<td>0.034</td>
<td>0.3026</td>
<td>0.3626</td>
</tr>
<tr>
<td>PFC-14</td>
<td>CF₃</td>
<td>-0.550</td>
<td>-0.250</td>
<td>0.000</td>
<td>0.000</td>
<td>0.3203</td>
<td>0.4003</td>
</tr>
<tr>
<td>PFC-116</td>
<td>C₂F₆</td>
<td>-0.590</td>
<td>-0.350</td>
<td>0.000</td>
<td>0.000</td>
<td>0.4966</td>
<td>0.6166</td>
</tr>
<tr>
<td>CFC-12</td>
<td>CCl₂F₂</td>
<td>0.027</td>
<td>0.125</td>
<td>0.000</td>
<td>0.000</td>
<td>0.5297</td>
<td>0.5697</td>
</tr>
</tbody>
</table>
Table 5. Ostwald solubility coefficients of HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14, PFC-116 and CFC-12 in seawater estimated based on Combined Method

<table>
<thead>
<tr>
<th>Compound</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$K_S$</th>
<th>$T_{min}$</th>
<th>$T_{max}$</th>
<th>$L_0$ at 1 atm, 25 °C, (L L^{-1})</th>
<th>L at 1 atm, 25 °C, 35.0 ‰ (L L^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td>-66.9256</td>
<td>109.8625</td>
<td>27.3778</td>
<td>0.169 ± 0.022</td>
<td>278.15</td>
<td>353.15</td>
<td>0.844</td>
<td>0.669</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>-85.6439</td>
<td>138.0940</td>
<td>35.6875</td>
<td>0.204 ± 0.024</td>
<td>278.15</td>
<td>353.15</td>
<td>0.711</td>
<td>0.537</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>-73.3682</td>
<td>118.3104</td>
<td>29.8797</td>
<td>0.198 ± 0.023</td>
<td>278.15</td>
<td>353.15</td>
<td>0.352</td>
<td>0.268</td>
</tr>
<tr>
<td>HCFC-134a</td>
<td>-67.1680</td>
<td>109.1227</td>
<td>27.0984</td>
<td>0.193 ± 0.022</td>
<td>278.15</td>
<td>353.15</td>
<td>0.381</td>
<td>0.292</td>
</tr>
<tr>
<td>HFC-125</td>
<td>-51.8823</td>
<td>84.5045</td>
<td>19.3067</td>
<td>0.224 ± 0.024</td>
<td>283.15</td>
<td>343.15</td>
<td>0.086</td>
<td>0.063</td>
</tr>
<tr>
<td>HFC-23</td>
<td>30.0046</td>
<td>-31.6631</td>
<td>-18.8072</td>
<td>0.168 ± 0.024</td>
<td>278.15</td>
<td>348.15</td>
<td>0.313</td>
<td>0.249</td>
</tr>
<tr>
<td>PFC-14</td>
<td>-113.8218</td>
<td>162.6686</td>
<td>49.4215</td>
<td>0.202 ± 0.024</td>
<td>273.15</td>
<td>328.15</td>
<td>0.00513</td>
<td>0.00388</td>
</tr>
<tr>
<td>PFC-116</td>
<td>-102.0437</td>
<td>147.9210</td>
<td>41.9999</td>
<td>0.244 ± 0.024</td>
<td>278.15</td>
<td>328.15</td>
<td>0.00143</td>
<td>0.00102</td>
</tr>
<tr>
<td>CFC-12</td>
<td>-101.3445</td>
<td>156.4709</td>
<td>42.2833</td>
<td>0.204 ± 0.024</td>
<td>273.15</td>
<td>348.15</td>
<td>0.069</td>
<td>0.052</td>
</tr>
</tbody>
</table>

$L = 10^{-K_S/S_{NaCl}} \cdot \exp \left[ a_1 + a_2 \cdot \left( \frac{T}{100} \right) + a_3 \cdot \ln\left( \frac{T}{100} \right) \right]$
Table 6. Comparison of the Ostwald solubility coefficients ($L, L^{-1}$) of PFC-14 in seawater with previous results.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$t$ (°C)</th>
<th>$S$ (‰)</th>
<th>$L$, this study</th>
<th>$L$, (Scharlin and Battino, 1995)</th>
<th>RSD $^a$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>288.15</td>
<td>15</td>
<td>35.086</td>
<td>0.005052</td>
<td>0.005169</td>
<td>1.62</td>
</tr>
<tr>
<td>293.15</td>
<td>20</td>
<td>35.086</td>
<td>0.004578</td>
<td>0.004527</td>
<td>0.79</td>
</tr>
<tr>
<td>298.15</td>
<td>25</td>
<td>35.086</td>
<td>0.004217</td>
<td>0.004027</td>
<td>3.26</td>
</tr>
<tr>
<td>303.15</td>
<td>30</td>
<td>35.086</td>
<td>0.003944</td>
<td>0.003635</td>
<td>5.77</td>
</tr>
</tbody>
</table>

$^a$ Relative standard deviation (RSD) of the Ostwald solubility coefficients estimated by the Combined Method and measured in Scharlin and Battino (1995).
Fig. 1. Comparison of production and use histories of CFC-12, SF₆, HCFCs, HFCs and PFCs.
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Fig. 2a. HCFC-22: The top panel shows the JFM means (NH), annual means (NH and SH), and JAS means (SH) of atmospheric mole fractions for HCFC-22 and the inter-hemispheric gradients (IHG, in black, using the right axes). The lower panel shows the annual growth rates in ppt yr⁻¹. Shadings in the figure reflect the uncertainties.
Fig. 2b. Similar to Fig. 2a, but for HCFC-141b.

(a) The northern hemisphere (NH) and southern hemisphere (SH) monthly mean atmospheric history for HCFC-141b obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, NOAA flask (MHD and CGO) and archived air measurements for both hemispheres. The SH firn air record (Sturrock et al., 2002) is also included. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for HCFC-141b in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The low panel shows the mid-year annual growth...
Fig. 2c. Similar to Fig. 2a, but for HCFC-142b.

(a) The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for HCFC-142b obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, NOAA flask (MHD and CGO) and archived air measurements for both hemispheres. The SH firn air record (Sturrock et al., 2002) is also included. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for HCFC-142b in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The lower panel shows the mid-year annual growth...
Fig. 2d. Similar to Fig. 2a, but for HFC-134a.

The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for HFC-134a obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, NOAA flask (MHD and CGO) and archived air measurements for both hemispheres. The AGAGE air archive measurements for both hemispheres and UEA CGAA data are also included. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for HFC-134a in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The low panel shows the mid-year annual growth...
Fig. 2e. Similar to Fig. 2a, but for HFC-125.

The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for HFC-125 obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, NOAA flask (MHD and CGO) and archived air measurements for both hemispheres. The AGAGE air archive measurements for both hemispheres and UEA CGAA data are also included. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for HFC-125 in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The lower panel shows the mid-year annual growth...
Fig. 2f. Similar to Fig. 2a, but for HFC-23.

(a) The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for HFC-23 obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in-situ measurements at MHD and THD for NH and at CGO for SH, 2-D 12-box model data (Miller et al., 2010) for both hemispheres. The AGAGE CGAA measurements are also included. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for HFC-23 in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The low panel shows the mid-year annual growth rates in ppt yr$^{-1}$. ...
Fig. 2g. Similar to Fig. 2a, but for PFC-14.

The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for PFC-14 obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, model data (Trudinger et al., 2016) for both hemispheres. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for PFC-14 in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The lower panel...
Fig. 2h. Similar to Fig. 2a, but for PFC-116.

(a) The northern hemisphere (NH) and southern hemisphere (SH) monthly means atmospheric history for PFC-116 obtained from the smoothing spline fit on all collected data. The data includes the AGAGE in situ measurements at MHD and THD for NH and at CGO for SH, model data (Trudinger et al., 2016) for both hemispheres. (b) The top panel shows the reconstructed mid-February, mid-year and mid-August annual mean atmospheric mole fractions for PFC-116 in the NH and SH and the inter-hemispheric gradients (IHG, in black using the right axes). The low...
Fig. 3. Temperature dependence of the Ostwald solubility (OS) coefficients in seawater for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 at a salinity of 35.

Fig. 4. Salinity dependence of the Ostwald solubility (OS) coefficients in seawater for HCFC-22, HCFC-141b, HCFC-142b, HFC-134a, HFC-125, HFC-23, PFC-14 and PFC-116 at a temperature of 298.15 K.
Fig. 5. Comparison of the Ostwald solubility coefficients in seawater for CFC-12 (a) in the available temperature range at a salinity of 35 and (b) in the salinity range of 0-40 at a temperature of 298.15 K calculated from Revised Method II, Combined Method and from Warner and Weiss (1985). Error bars and shadings in the figure reflect the uncertainties.
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Fig. S3. The relationship between salting-out coefficients (SOC) and temperature calculated by Eq. (16) for CFC-12 based on the data from Warner and Weiss (1985).
**Section S1. Smoothing spline fit method**

After the database containing replicate times have been converted into a value at each replicate time, the data is sorted as \( x_1 < x_2 < \ldots < x_i < \ldots < x_n \).

Set \( x_i, y_i, \delta y_i \) \((i = 1, 2, \ldots, n)\) to be the decimal time, the corresponding atmospheric mole fractions and the standard deviation.

Normalize the \( x \) vector

\[
t_i = (x_i - \min(x_i)) / (\max(x_i) - \min(x_i))
\]

(1)

The smoothing function \( f(t) \) to be constructed shall

\[
\text{Minimize } p \sum_{i=1}^{n} \frac{\| g(t_i) - x_i \|^2}{\delta y_i^2} + \int_{t_1}^{t_n} g''(t)^2 dt
\]

(2)

The solution of the minimum principle is a cubic spline. By introducing the auxiliary variable \( z \) together with the Lagrangian parameter \( p \), we have to look for the minimum of the functional

\[
\int_{t_1}^{t_n} g''(t)^2 dt + p \sum_{i=1}^{n} \left( \frac{(g(t_i) - y_i)^2}{\delta y_i} + z^2 \right)
\]

(3)

From the corresponding Euler-Lagrange equations, we determine the optimal function \( f(t) \).

\[
f(t) = a_i + b_i (t - t_i) + c_i (t - t_i)^2 + d_i (t - t_i)^3, \quad t_i \leq t < t_{i+1}
\]

(4)

We obtain the spline coefficients (Reinsch, 1967).

\[
c_i = \frac{pQ^T y}{B} , c = [0; c_1; 0]^T
\]

(5)

\[
a = y - W^2 Q c / p
\]

(6)

\[
d_i = (c_{i+1} - c_i) / (3h_i)
\]

(7)

\[
h_i = (a_{i+1} - a_i) / h_i = c_i h_i - d_i h_i^2
\]

(8)

\[
\text{coeffs} = [d, c, b, a]
\]

(9)

Here, the following notation is used:

\[
h_i = t_{i+1} - t_i
\]

(10)

\[
W = \text{diag}(\delta y_1, \ldots, \delta y_n)
\]

(11)

\( T \) is the \((n - 1) \times (n - 1)\) dimensional positive tridiagonal matrix with entries \( t_{ij} \) \((i, j = 1, 2, \ldots, n - 1)\) given by

\[
t_{ij} = 2(h_{i-1} + h_i)/3, \quad \text{if } i = 1, \ldots, n - 1
\]

(12)

\( Q \) is the \((n) \times (n - 2)\) dimensional tridiagonal matrix with entries \( q_{ij} \) \((i = 1, 2, \ldots, n; j = 1, 2, \ldots, n - 2)\) given by

\[
q_{i-1,i} = 1/h_{i-1}, \quad q_{i,i} = -1/h_{i-1} - 1/h_i, \quad q_{i+1,i} = 1/h_i
\]

(13)

The elements in the \( i^{th} \) column of \( Q \) given by the coefficients of the \( 2^{nd} \) order divided differences based on \( t_0, \ldots, t_{n+2} \). Let the coefficient matrix be denoted by

\[
B_p = Q^T W^2 Q + pT
\]

(14)

The influence matrix associated with the smoothing spline is the unique \( n \times n \) symmetric matrix \( A_p \) satisfying

\[
A = A_p \gamma
\]

(15)

The error
\[
\text{error} = y - a = W^2 Q B_p^{-1} Q^T y
\]  

(16)

So that

\[
I - A_p = W^2 Q B_p^{-1} Q^T
\]  

(17)

The weighted residual sum of squares

\[
\text{RSS} = \| (I - A_p)y/W \|^2 = \| W^2 Q B_p^{-1} Q^T y \|^2
\]  

(18)

The estimate value of the generalized cross-validation (GCV) minimization function \( V \) of \( p \) used in the experiments below is the minimizer of the GCV function \( V_p \) defined

\[
V_p = \frac{n \|(I - A_p)y/W\|^2}{\text{Tr}(I - A_p)^2}
\]  

(19)

The estimated degrees of freedom (Hutchinson and De Hoog, 1985)

\[
\text{Tr}(I - A_p) = n - 2 - p \text{Tr}(T/B)
\]  

(20)

The estimated variance

\[
\text{VAR} = \frac{\text{RSS}/\text{Tr}(I - A_p)}
\]  

(21)

The estimated 95% Bayesian confidence intervals (CI) for the Cross-validated Smoothing Spline (Wahba, 1983) are given by

\[
\text{CI} = 1.96 \sqrt{\text{VAR} \cdot \text{diag}(A_p)}
\]  

(22)
<table>
<thead>
<tr>
<th>Data</th>
<th>Network</th>
<th>Station</th>
<th>Latitude °N</th>
<th>Longitude °E</th>
<th>Instrument</th>
<th>Data availability</th>
<th>Scale</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>ADS</td>
<td>1999.01-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>GC_MS</td>
<td>1998.10-2018.08</td>
<td>NOAA-2006</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2005.05-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>GC_MS</td>
<td>2002.03-2018.08</td>
<td>NOAA-2006</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>Model</td>
<td>NOAA</td>
<td>NH</td>
<td>30-90</td>
<td>-</td>
<td>2-D box</td>
<td>1944-2009</td>
<td>NOAA-2006</td>
<td>(Montzka et al., 2010)</td>
</tr>
<tr>
<td>SH</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>ADS</td>
<td>1998.03-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2004.01-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC_MS</td>
<td>1991.11-2018.08</td>
<td>NOAA-2006</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>Archived air</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>1978.04-1996.12</td>
<td>SIO-93</td>
<td>(Miller et al., 1998)</td>
</tr>
<tr>
<td>Model</td>
<td>NOAA</td>
<td>SH</td>
<td>-30 --90</td>
<td>-</td>
<td>2-D box</td>
<td>1944-2009</td>
<td>NOAA-2006</td>
<td>(Montzka et al., 2010)</td>
</tr>
</tbody>
</table>
Table S1b. Collected data used for HCFC-141b

<table>
<thead>
<tr>
<th>Data</th>
<th>Network</th>
<th>Station</th>
<th>Latitude °N</th>
<th>Longitude °E</th>
<th>Instrument</th>
<th>Data availability</th>
<th>Scale</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH</td>
<td>NOAA</td>
<td>Niwot Ridge</td>
<td>40.0</td>
<td>-</td>
<td>GC, MS</td>
<td>1987.01-1994.03</td>
<td>NOAA-1994</td>
<td>(Thompson et al., 2004)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>ADS</td>
<td>1994.11-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>GC, MS</td>
<td>1998.10-2018.08</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2005.03-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>GC, MS</td>
<td>2002.02-2018.08</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>SH</td>
<td>Firn air</td>
<td>Antarctic</td>
<td>-90.0</td>
<td>-4.8</td>
<td>ADS</td>
<td>1935.06-1991.11</td>
<td>UB-98</td>
<td>(Sturrock et al., 2002)</td>
</tr>
<tr>
<td>Archived air</td>
<td>NOAA</td>
<td>-</td>
<td>-29.4</td>
<td>-</td>
<td>GC, MS</td>
<td>1978.04-2011.06</td>
<td>NOAA-1994</td>
<td>(Thompson et al., 2004)</td>
</tr>
<tr>
<td>Archived air</td>
<td>UEA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC, MS</td>
<td>1998.03-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>ADS</td>
<td>2004.01-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC, MS</td>
<td>1994.10-2018.08</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>Data</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>-------</td>
<td>----------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------------</td>
<td>------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>NOAA</td>
<td>Niwot Ridge</td>
<td>40.0</td>
<td>-</td>
<td>GC, MS</td>
<td>1987.01-1994.03</td>
<td>NOAA-1994</td>
<td>(Thompson et al., 2004)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>ADS</td>
<td>1994.10-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>GC, MS</td>
<td>1998.10-2018.07</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2005.03-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>GC, MS</td>
<td>2002.02-2018.08</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>SH</td>
<td>AGAGE</td>
<td>Antarctic</td>
<td>-90.0</td>
<td>-4.8</td>
<td>ADS</td>
<td>1936.06-1992.05</td>
<td>UB-98</td>
<td>(Sturrock et al., 2002)</td>
</tr>
<tr>
<td>Archived air</td>
<td>NOAA</td>
<td>-</td>
<td>-29.4</td>
<td>-</td>
<td>GC, MS</td>
<td>1987.06</td>
<td>NOAA-1994</td>
<td>(Thompson et al., 2004)</td>
</tr>
<tr>
<td>Archived air</td>
<td>UE A</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC, MS</td>
<td>1978.04-2011.06</td>
<td>NOAA-1994</td>
<td>(Oram et al., 1995)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>ADS</td>
<td>1998.03-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2004.01-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC, MS</td>
<td>1992.01-2018.08</td>
<td>NOAA-1994</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>Data</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>------------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>AGAGE</td>
<td>La Jolla and other</td>
<td>32.87</td>
<td>-117.25</td>
<td>Medusa</td>
<td>1973.06-2016.04</td>
<td>SIO-05</td>
<td>this study</td>
</tr>
<tr>
<td></td>
<td>NOAA</td>
<td>Niwot Ridge</td>
<td>40.0</td>
<td>-</td>
<td>GC-MS</td>
<td>1976.01-1999.04</td>
<td>SIO-05</td>
<td>NOAA-1995</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>ADS</td>
<td>1994.10-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>NOAA</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>GC-MS</td>
<td>1998.10-2018.06</td>
<td>NOAA-1995</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-121.1</td>
<td>Medusa</td>
<td>2005.03-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>NOAA</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-121.1</td>
<td>GC-MS</td>
<td>2002.02-2018.06</td>
<td>NOAA-1995</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td></td>
<td>UEA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>1978.04-2011.06</td>
<td>SIO-05</td>
<td>this study</td>
</tr>
<tr>
<td></td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-29.4</td>
<td>-</td>
<td>GC-MS</td>
<td>1987.06</td>
<td>NOAA-1995</td>
<td>(Montzka et al., 1996b)</td>
</tr>
<tr>
<td></td>
<td>UEA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC-MS</td>
<td>1990.05-2012.12</td>
<td>NOAA-1995</td>
<td>(Oram et al., 1996)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>ADS</td>
<td>1998.02-2004.12</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2004.01-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC-MS</td>
<td>1994.10-2018.08</td>
<td>NOAA-1995</td>
<td>(Montzka et al., 1996a; Montzka et al., 2015)</td>
</tr>
<tr>
<td>Data</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>----------</td>
<td>---------</td>
<td>--------------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------------</td>
<td>-------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>AGAGE</td>
<td>La Jolla and other</td>
<td>32.87</td>
<td>-117.25</td>
<td>Medusa</td>
<td>1973.06-2015.11</td>
<td>SIO-14</td>
<td>(O’Doherty et al., 2009)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>La Jolla and other</td>
<td>32.87</td>
<td>-117.25</td>
<td>Medusa</td>
<td>1973.06-2011.06</td>
<td>UB-98</td>
<td>(O’Doherty et al., 2009)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>ADS</td>
<td>1998.02-2004.12</td>
<td>SIO-14</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-14</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2005.03-2017.09</td>
<td>SIO-14</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>GC, MS, M2</td>
<td>2007.01-2015.04</td>
<td>NOAA-2008</td>
<td>(Montzka et al., 2015)</td>
</tr>
<tr>
<td>SH</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>1978.04-2011.06</td>
<td>SIO-14</td>
<td>(O’Doherty et al., 2009)</td>
</tr>
<tr>
<td></td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>1995.02-2001.09</td>
<td>UB-98</td>
<td>(O’Doherty et al., 2009)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>ADS</td>
<td>1998.02-2004.12</td>
<td>SIO-14</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2004.02-2017.09</td>
<td>SIO-14</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Flask</td>
<td>NOAA</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>GC, MS, M2</td>
<td>2007.01-2015.04</td>
<td>NOAA-2008</td>
<td>(Montzka et al., 2015)</td>
</tr>
<tr>
<td>Data</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>----------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------------</td>
<td>-------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>In situ</td>
<td>AGAGE</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2007.10-2017.09</td>
<td>SIO-07</td>
</tr>
<tr>
<td></td>
<td>In situ</td>
<td>AGAGE</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2007.09-2017.09</td>
<td>SIO-07</td>
</tr>
<tr>
<td>Model</td>
<td>AGAGE</td>
<td>NH</td>
<td>30-90</td>
<td>-</td>
<td>2-D 12-box</td>
<td>1978.01-2009.12</td>
<td>SIO-07</td>
<td>(Miller et al., 2010)</td>
</tr>
<tr>
<td>SH</td>
<td>Archived air</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa3</td>
<td>2005.04-2009.11</td>
<td>SIO-07</td>
</tr>
<tr>
<td></td>
<td>Archived air</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa9</td>
<td>1978.04-2006.12</td>
<td>SIO-07</td>
</tr>
<tr>
<td></td>
<td>In situ</td>
<td>AGAGE</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2007.01-2017.09</td>
<td>SIO-07</td>
</tr>
<tr>
<td>Data Type</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>-----------</td>
<td>---------</td>
<td>----------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>------------------</td>
<td>---------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>In situ</td>
<td>Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2006.05-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>In situ</td>
<td>Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2006.04-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Model</td>
<td>AGAGE</td>
<td>NH</td>
<td>30-90</td>
<td>-</td>
<td>2-D 12-box</td>
<td>1900-2015</td>
<td>SIO-05</td>
<td>(Trudinger et al., 2016)</td>
</tr>
<tr>
<td>SH</td>
<td>In situ</td>
<td>Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2006.05-2017.09</td>
<td>SIO-05</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Model</td>
<td>AGAGE</td>
<td>SH</td>
<td>-30 – -90</td>
<td>-</td>
<td>2-D 12-box</td>
<td>1900-2015</td>
<td>SIO-05</td>
<td>(Trudinger et al., 2016)</td>
</tr>
<tr>
<td>Data</td>
<td>Network</td>
<td>Station</td>
<td>Latitude °N</td>
<td>Longitude °E</td>
<td>Instrument</td>
<td>Data availability</td>
<td>Scale</td>
<td>Reference</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>-------------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------------------</td>
<td>--------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>NH</td>
<td>In situ</td>
<td>AGAGE Mace Head</td>
<td>53.3</td>
<td>-9.9</td>
<td>Medusa</td>
<td>2003.11-2017.09</td>
<td>SIO-07</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>In situ</td>
<td>AGAGE Trinidad Head</td>
<td>41.0</td>
<td>-124.1</td>
<td>Medusa</td>
<td>2005.05-2017.09</td>
<td>SIO-07</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td>Model</td>
<td></td>
<td>AGAGE NH</td>
<td>30-90</td>
<td>-</td>
<td>2-D 12-box</td>
<td>1900-2015</td>
<td>SIO-07</td>
<td>(Trudinger et al., 2016)</td>
</tr>
<tr>
<td>SH</td>
<td>In situ</td>
<td>AGAGE Cape Grim</td>
<td>-40.7</td>
<td>144.7</td>
<td>Medusa</td>
<td>2004.04-2017.09</td>
<td>SIO-07</td>
<td>(Prinn et al., 2018a; Prinn et al., 2018b)</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td>AGAGE SH</td>
<td>-30 – -90</td>
<td>-</td>
<td>2-D 12-box</td>
<td>1900-2015</td>
<td>SIO-07</td>
<td>(Trudinger et al., 2016)</td>
</tr>
<tr>
<td>Compound</td>
<td>$a_1$</td>
<td>$a_2$</td>
<td>$a_3$</td>
<td>$c_1$</td>
<td>$c_2$</td>
<td>$c_3$</td>
<td>$T_{\text{min}}$ (K)</td>
<td>$T_{\text{max}}$ (K)</td>
</tr>
<tr>
<td>----------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>PFC-14</td>
<td>-113.8218</td>
<td>162.6686</td>
<td>49.4215</td>
<td>6.60·10^{-5}</td>
<td>0.003341</td>
<td>0.21307</td>
<td>273.15</td>
<td>328.15</td>
</tr>
</tbody>
</table>

$$\ln L = \left[ a_1 + a_2 \cdot \left( \frac{100}{T} \right) + a_3 \cdot \ln \left( \frac{T}{100} \right) \right] \times \exp \left[ - (c_1(T - 273.15))^2 + c_2(T - 273.15) + c_3 \right] \times \frac{0.03600}{1.80655} \times S \cdot \rho(T,S)$$
### Table S4. Comparison among the calculated Ostwald solubility coefficients ($L_0$, L−1) by the poly-parameter linear free energy relationships (pp-LFERs) based on $V$, $V_\text{a}$, and $log L_0$", observed ones and calculated ones by the Clark-Glew-Weiss (CGW) model\(^a\) of target compounds and CFC-12 in water at 298.15 K and 310.15 K

<table>
<thead>
<tr>
<th>Species</th>
<th>$T$ (K)</th>
<th>Calculated log $L_0 V$ by the pp-LFERs(^a)</th>
<th>Calculated log $L_0 V$ by the pp-LFERs(^b)</th>
<th>Calculated log $L_0 V$ by the pp-LFERs(^c)</th>
<th>Calculated log $L_0 V$ by the pp-LFERs(^d)</th>
<th>Calculated log $L_0 V$ by the pp-LFERs(^e)</th>
<th>Observed log $L_0$</th>
<th>Calculated $L_0$ by the CGW fit</th>
<th>Calculated $L_0$ by the CGW fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td>298.15</td>
<td>-0.017</td>
<td>0.961</td>
<td>-0.052</td>
<td>0.888</td>
<td>-0.025</td>
<td>0.844</td>
<td>-0.091</td>
<td>0.811</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>298.15</td>
<td>-0.136</td>
<td>0.731</td>
<td>-0.154</td>
<td>0.702</td>
<td>-0.152</td>
<td>0.705</td>
<td>-0.148</td>
<td>0.711</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>298.15</td>
<td>-0.405</td>
<td>0.394</td>
<td>-0.440</td>
<td>0.363</td>
<td>-0.405</td>
<td>0.394</td>
<td>-0.449</td>
<td>0.356</td>
</tr>
<tr>
<td>HFC-134a</td>
<td>298.15</td>
<td>-0.326</td>
<td>0.472</td>
<td>-0.407</td>
<td>0.392</td>
<td>-0.326</td>
<td>0.472</td>
<td>-0.408</td>
<td>0.391</td>
</tr>
<tr>
<td>HFC-125</td>
<td>298.15</td>
<td>-1.003</td>
<td>0.099</td>
<td>-1.130</td>
<td>0.074</td>
<td>-0.989</td>
<td>0.103</td>
<td>-1.059</td>
<td>0.087</td>
</tr>
<tr>
<td>HFC-23</td>
<td>298.15</td>
<td>-0.453</td>
<td>0.352</td>
<td>-0.505</td>
<td>0.313</td>
<td>-0.469</td>
<td>0.340</td>
<td>-0.510</td>
<td>0.309</td>
</tr>
<tr>
<td>PFC-14</td>
<td>298.15</td>
<td>-2.241</td>
<td>0.00574</td>
<td>-2.296</td>
<td>0.00505</td>
<td>-0.250</td>
<td>0.00562</td>
<td>-2.306</td>
<td>0.00494</td>
</tr>
<tr>
<td>PFC-116</td>
<td>298.15</td>
<td>-2.658</td>
<td>0.00220</td>
<td>-2.763</td>
<td>0.00173</td>
<td>-2.716</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CFC-12</td>
<td>298.15</td>
<td>-1.120</td>
<td>0.076</td>
<td>-1.155</td>
<td>0.070</td>
<td>-1.145</td>
<td>0.072</td>
<td>-1.129</td>
<td>0.074</td>
</tr>
<tr>
<td>HCFC-22</td>
<td>310.15</td>
<td>-0.161</td>
<td>0.691</td>
<td>-0.203</td>
<td>0.626</td>
<td>-0.210</td>
<td>0.617</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>310.15</td>
<td>-0.306</td>
<td>0.494</td>
<td>-0.327</td>
<td>0.471</td>
<td>-0.348</td>
<td>0.449</td>
<td>-0.336</td>
<td>0.461</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>310.15</td>
<td>-0.571</td>
<td>0.269</td>
<td>-0.614</td>
<td>0.243</td>
<td>-0.591</td>
<td>0.256</td>
<td>-0.605</td>
<td>0.248</td>
</tr>
<tr>
<td>HFC-134a</td>
<td>310.15</td>
<td>-0.563</td>
<td>0.274</td>
<td>-0.621</td>
<td>0.239</td>
<td>-0.636</td>
<td>0.231</td>
<td>-0.547</td>
<td>0.284</td>
</tr>
<tr>
<td>HFC-125</td>
<td>310.15</td>
<td>-1.208</td>
<td>0.062</td>
<td>-1.339</td>
<td>0.046</td>
<td>-0.241</td>
<td>0.057</td>
<td>-1.203</td>
<td>0.063</td>
</tr>
<tr>
<td>HFC-23</td>
<td>310.15</td>
<td>-0.618</td>
<td>0.241</td>
<td>-0.683</td>
<td>0.208</td>
<td>-0.665</td>
<td>0.207</td>
<td>-0.622</td>
<td>0.239</td>
</tr>
<tr>
<td>PFC-14</td>
<td>310.15</td>
<td>-2.310</td>
<td>0.00490</td>
<td>-2.382</td>
<td>0.00415</td>
<td>-2.413</td>
<td>0.00386</td>
<td>-2.386</td>
<td>0.00431</td>
</tr>
<tr>
<td>PFC-116</td>
<td>310.15</td>
<td>-2.755</td>
<td>0.00176</td>
<td>-2.883</td>
<td>0.00131</td>
<td>-2.851</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CFC-12</td>
<td>310.15</td>
<td>-1.213</td>
<td>0.061</td>
<td>-1.256</td>
<td>0.055</td>
<td>-1.257</td>
<td>0.055</td>
<td>-1.275</td>
<td>0.053</td>
</tr>
</tbody>
</table>

\(^a\) Calculated log $L_0 V$ and $L_0 V$ are calculated by the pp-LFERs, which are obtained from Table 6,7,9,12-15 in Abraham et al. (2001) and Table 2 in Abraham et al. (2012)

\(^b\) Calculated log $L_0 V$ and $L_0 V$ are calculated by the pp-LFERs based on the $V_a$

\(^c\) Calculated log $L_0 V$, $L_0 V$ and $L_0 V$ are calculated by the pp-LFERs, which are obtained from Table 6,7,9,12-15 in Abraham et al. (2001) and Table 2 in Abraham et al. (2012)

\(^d\) Observed log $L_0$ and $L_0$ are measured by experiments, which are also obtained from Table 6,7,9,12-15 in Abraham et al. (2001) and Table 2 in Abraham et al. (2012)

\(^e\) Calculated $L_0$ by the CGW fit are calculated based on the Combined Method for water solubility

\(^f\) Relative standard deviation (RSD) of calculated $L_0$ by the pp-LFERs and calculated $L_0$ by the CGW fit
Ostwald solubility functions of target compounds and CFC-12 in seawater estimated by (Revised) Method II at 298.15 K and 310.15 K

<table>
<thead>
<tr>
<th>Species</th>
<th>Chemical Formula</th>
<th>( T ) (K)</th>
<th>( c )</th>
<th>( e )</th>
<th>( s )</th>
<th>( a )</th>
<th>( b )</th>
<th>( v )</th>
<th>( K_s ) at 1 atm, 25 °C (L L(^{-1}))</th>
<th>( L ) at 1 atm, 25 °C, 35.0 ‰ (L L(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCFC-22</td>
<td>CHCIF (_2)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.169 ± 0.072</td>
<td>0.888</td>
</tr>
<tr>
<td>HCFC-141b</td>
<td>C(_2)H(_4)Cl(_F)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.204 ± 0.072</td>
<td>0.702</td>
</tr>
<tr>
<td>HCFC-142b</td>
<td>C(_2)H(_2)ClF(_2)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.198 ± 0.072</td>
<td>0.363</td>
</tr>
<tr>
<td>HCFC-134a</td>
<td>CH(_2)F(_2)CF(_3)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.193 ± 0.072</td>
<td>0.392</td>
</tr>
<tr>
<td>HFC-125</td>
<td>C(_2)HF(_3)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.224 ± 0.072</td>
<td>0.091</td>
</tr>
<tr>
<td>HFC-23</td>
<td>CH(_2)F(_2)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.168 ± 0.072</td>
<td>0.313</td>
</tr>
<tr>
<td>PFC-14</td>
<td>CF(_4)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.202 ± 0.072</td>
<td>0.00505</td>
</tr>
<tr>
<td>PFC-116</td>
<td>C(_2)F(_6)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.244 ± 0.072</td>
<td>0.00173</td>
</tr>
<tr>
<td>CFC-12</td>
<td>C(_2)Cl(_2)F(_2)</td>
<td>298.15</td>
<td>-0.994</td>
<td>0.577</td>
<td>2.549</td>
<td>3.813</td>
<td>4.841</td>
<td>-0.869</td>
<td>0.204 ± 0.072</td>
<td>0.070</td>
</tr>
</tbody>
</table>

\[
L = 10^v \left[ -K_s \cdot \frac{1}{M_{act}} + c + eE + sS + aA + bB + vV \right] \quad (v' \text{ for HFC-125, } V' \text{ for other compounds})
\]
**Fig. S1a.** HCFC-22: Atmospheric mole fractions in the NH and SH based on collected data (Table S2a) in the range of (i) 1943-2019; (ii) 2013-2019. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1b. HCFC-141b: Atmospheric mole fractions in the NH and SH based on collected data (Table S2b) in the range of (i) 1977-2019; (ii) 2013-2019. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1c. HCFC-142b: Atmospheric mole fractions in the NH and SH based on collected data (Table S2c) in the range of (i) 1935-2019; (ii) 2013-2019. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1d. HFC-134a: Atmospheric mole fractions in the NH and SH based on collected data (Table S2d) in the range of (i) 1973-2019; (ii) 2013-2019. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1e. HFC-125: Atmospheric mole fractions in the NH and SH based on collected data (Table S2e) in the range of (i) 1973-2018; (ii) 2012-2018. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1f. HFC-23: Atmospheric mole fractions in the NH and SH based on collected data (Table S2f) in the range of (i) 1978-2018; (ii) 2012-2018. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1g. PFC-14: Atmospheric mole fractions in the NH and SH based on collected data (Table S2g) in the range of (i) 1900-2018; (ii) 2012-2018. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S1h. PFC-116: Atmospheric mole fractions in the NH and SH based on collected data (Table S2h) in the range of (i) 1900-2018; (ii) 2012-2018. Fig. (ii) is the enlarged figure of the square in Fig. (i).
Fig. S2a. HCFC-22 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Boggs and Buck Jr, 1958; Hine and Mookerjee, 1975; Wilhelm et al., 1977; McLinden, 1990; Maassen, 1995; Reichl, 1995; Zheng et al., 1997; Abraham et al., 2001; Battino et al., 2011; Sander et al., 2011). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from Deeds (2008) and from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 4.0 % with two-thirds of the data.
Fig. S2b. HCFC-141b freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Maaßen, 1995; Abraham et al., 2001; Kutsuna, 2013). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 7.8% with two-thirds of the data.
Fig. S2c. HCFC-142b freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (McLinden, 1990; Maassen, 1995; Reichl, 1995; Abraham et al., 2001). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 2.5 % with two-thirds of the data.
Fig. S2d. HFC-134a freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (McLinden, 1990; Maassen, 1995; Reichl, 1995; Zheng et al., 1997; Abraham et al., 2001). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from Deeds (2008) and from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 6.8% with two-thirds of the data.
Fig. S2e. HFC-125 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Miguel et al., 2000; Battino et al., 2011; McLinden, 1990; HSDB, 2015; Reichl, 1995; Abraham et al., 2001). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from Deeds (2008) and from Abraham et al. (2001)-calculated (blue Hexagram, calculated by Method II based on Eq. (12)). The CGW fit in this study agrees to within 2.1% with all data. Unfortunately, the data from previous studies is not described by one CGW fit, but by three. Curve 1 is the upper and red solid line fitted the data (Miguel et al., 2000; Battino et al., 2011) in the temperature range of 289.15 K ~ 303.15 K. This fit agrees to within 1.0% with 2/3 data. Curve 2 is the middle and red dotted line fitted the data (McLinden, 1990; HSDB, 2015) from 273.15 K to 338.15 K. This fit agrees to within 0.75% with 2/3 data. Curve 3 is the bottom and red dashed line fitted the data (Reichl, 1995; Abraham et al., 2001) in the temperature range of 283.15 K ~ 343.15 K. This fit agrees to within 3.3% with two-thirds of the data. The discrepancy of the three fits is discussed in the text.
Fig. S2f. HFC-23 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Parmelee, 1953; Hine and Mookerjee, 1975; Wilhelm et al., 1977; Zheng et al., 1997; Abraham et al., 2001; Battino et al., 2011; Sander et al., 2011). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from Deeds (2008) and from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 2.3% with two-thirds of the data.
Fig. S2g. PFC-14 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Smith et al., 1981; Park et al., 1982; Scharlin and Battino, 1992; Abraham et al., 2001; Battino et al., 2011; Sander et al., 2011). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the results from Deeds (2008), from Clever et al. (2005) and from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 0.95 % with two-thirds of the data.
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Fig. S2h. PFC-116 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Wen and Muccitelli, 1979; Park et al., 1982; Bonifácio et al., 2001; Battino et al., 2011). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the fit results from Deeds (2008) and from the data calculated by Revised Method II (blue Hexagram). The CGW fit in this study agrees to within 3.5 % with two-thirds of the data.
CFC-12 freshwater solubility (Ostwald solubility coefficients) as a function of temperature based on previous studies (Parmelee, 1953; Hine and Mookerjee, 1975; Wilhelm et al., 1977; Park et al., 1982; Warner and Weiss, 1985; Scharlin and Battino, 1994; Reichl, 1995; Abraham et al., 2001; Sander et al., 2011). The Clarke-Glew-Weiss (CGW) model is used to fit the data (black markers) and compared with the fit results from Warner and Weiss (1985) and the data from (Abraham et al., 2001)-calculated (blue Hexagram, calculated by Revised Method II). The CGW fit in this study agrees to within 6.6% with two-thirds of the data.
Fig. S3. The relationship between salting-out coefficients (SOC) and temperature for CFC-12 calculated by Eq. (16) based on the data from Warner and Weiss (1985).
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