Interannual response of global ocean hindcasts to a satellite-based correction of precipitation fluxes
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Abstract

We present a methodology to correct precipitation fluxes from the ECMWF atmospheric reanalysis (ERA-Interim) for oceanographic applications. The correction is performed by means of a spatially varying monthly climatological coefficient, computed within the period 1989–2008 by comparison between ERA-Interim and a satellite-based passive microwave precipitation product. ERA-Interim exhibits a systematic over-estimation of precipitation within the inter-tropical convergence zones (up to 3 mm d\(^{-1}\)) and under-estimation at mid- and high- latitudes (up to \(-4\) mm d\(^{-1}\)). The correction has been validated within eddy-permitting resolution global ocean hindcasts (1989–2009), demonstrating the ability of our strategy in attenuating the 20-yr mean global EMP negative imbalance by 16 %, reducing the near-surface salinity fresh bias in the Tropics up to 1 psu and improving the representation of the sea level interannual variability, with an SSH error decrease of 8 %. The ocean circulation is also proved to benefit from the correction, especially in correspondence of the Antarctic Circumpolar Current, where the error in the near-surface current speed decreases by a 9 %. Finally, we show that the correction leads to volume and freshwater transports that better agree with independent estimates.

1 Introduction

The correct estimation of the amount of air-sea freshwater exchange and its spatial variability has a great importance in Ocean General Circulation Model (OGCM) simulations, as this directly affects the sea-surface salinity and the eustatic component of the sea level, and plays an important role in the ocean baroclinic and barotropic circulation (Huang and Schmitt, 1993). For instance, in semi-enclosed basins and shallow waters, due to their dynamics, the balance and distribution of freshwater fluxes dramatically affects their dynamical structure (Mariotti et al., 2002), as well as in correspondence of the Intertropical Convergence Zone, where the freshwater flux variability is maximum (Ponte, 2006).
Usually, oceanographers delegate the atmospheric models to provide precipitation flux estimates, in both operational (e.g., Dombrowsky et al., 2009) and reanalysis (e.g., Masina et al., 2011) contexts, since this is the simplest way to have a dataset with regular spatial coverage and temporal frequency. However, many studies (see for instance Stendel and Arpe, 1997; Janowiak et al., 1998; Arpe et al., 2000; Janowiak et al., 2010) have compared reanalysis and atmospheric model precipitation fields with observation-based dataset, and have shown that atmospheric model products always bring significant and systematic errors, and are not able to close the freshwater budget. For instance, Janowiak et al. (2010) found that the European Centre for Medium-range Weather Forecasts (ECMWF) ERA-Interim reanalysis (Simmons et al., 2007) shows a good temporal variability with respect to observational datasets, although it globally overestimates the daily precipitation.

The proper representation of the water fluxes in ocean models is complicated by the fact that OGCMs usually force the globally-averaged value of evaporation minus precipitation minus continental runoff (EMP) to be zero within a certain time interval, in order to avoid unrealistic drifts of the global spatial average of sea level, which certainly would occur and would make infeasible the monitoring of such a climate change key-parameter. To exemplify, a global negative imbalance of \(-0.26\) Sv \((1\text{ Sv} = 10^6\text{ m}^3)\) in the EMP (found for ERA-Interim over the period 1989–2009 and using the Dai and Trenberth (2002) continental runoff climatology) would lead to an unrealistic sea level rise of 2.2 cm yr\(^{-1}\), which is more than ten times larger than the value suggested by Cazenave et al. (2009) for the contributions of land ice and land waters to the global sea level rise within the period 2003–2008. Furthermore, zeroing the global spatial average of the EMP implies that a wrong specification of precipitation fields has not solely a local effect but may also affect remote regions.

The correction of atmospheric forcing within ocean applications has already been successfully explored by adjusting atmospheric fluxes via observational dataset in both global (Large and Yeager, 2009) and regional (Pettenuzzo et al., 2010) applications. Another emerging approach consists in an advanced use of ocean data assimilation...
procedure to correct air-sea fluxes (Stammer et al., 2004). Bias-correction methodologies specifically developed over the recent years to adjust modelled precipitation generally rely on in-situ (i.e. rain gauges) measurement calibration (see e.g., Yang et al., 2005), and are useless in the context of global ocean applications due to the very poor and coastal only coverage of these observations in the oceans. Conversely, principal component analysis methods (Feudale and Tompkins, 2011) have been used to recover from systematic spatial errors that are typical of seasonal forecasting systems and arise, for instance, from the low predictability in the Tropics.

In this paper we evaluate the impact of an empirical correction procedure based on the comparison between the ERA-Interim precipitation and the Remote Sensing Systems Passive Microwave Water Cycle precipitation product (Hilburn, 2009). This dataset was chosen i) because of its higher spatial resolution ($1/4^\circ$) with respect to the more popular GPCP dataset (Huffman et al., 2009), despite its lower temporal resolution (monthly), which is however less crucial for a climatological correction as ours and ii) because PMWC aims at closing the atmospheric hydrological cycle, unlike other datasets, providing also estimates of evaporation and moisture transports. In the same way as many similar studies that aim to assess the variations of the state of the ocean due to a change in the freshwater income (see for instance Marsh et al., 2010), we evaluate the impact of the correction by studying the relative differences between the experiment with and without the correction and validating the correction against independent observational datasets.

The paper is organized as follows: Sect. 2 explains the methodology and describes the data used to correct the precipitation fluxes; Sect. 3 briefly reviews the global ocean model configuration, while Sect. 4 contains the impact assessment results and Sect. 5 discusses the main achievements. Although the final goal is to introduce the correction in the Centro Euro-Mediterraneo per i Cambiamenti Climatici (CMCC) reanalysis system (Masina et al., 2011; Storto et al., 2011) where the correction is being implemented, the impact is evaluated here within assimilation-blind experiments for sake of simplicity and also to evaluate the impact with completely independent verifying
2 Correction of precipitation

The proposed method consists of correcting the daily precipitation fluxes by means of a monthly climatological coefficient, inferred from the comparison between the PMWC and the ERA-Interim precipitation.

The satellite-based Passive Microwave Water Cycle (PMWC) dataset is produced by Remote Sensing Systems (REMSS) in the frame of the NASA (National Aeronautics and Space Administration) Energy and Water Cycle Study (Hilburn, 2009). PMWC data of precipitation are essentially rain rate retrievals from the instruments Special Sensor Microwave/Imager (SSM/I) on board the satellites of the United States Air Force Defense Meteorological Satellite Program (DMSP). The retrieval algorithm is described by Hilburn and Wentz (2008). Data over high-latitude regions are subjected to snow adjustments, based on the comparison between uncorrected PMWC and total precipitation rates from the Global Precipitation Climatology Project (GPCP, Huffman et al., 2009). The spatial resolution of PMWC is 0.25° on both zonal and meridional directions.

The 1989–2008 precipitation rate bias between ERA-Interim and PMWC is shown in Fig. 1: the bias is positive between 20° S and 20° N in agreement with the comparison of Janowiak et al. (2010). The highest positive biases are found in the western tropical regions, where the zonally averaged bias of ERA-Interim is of about 1.8 mm d\(^{-1}\) and peaks around the Indonesian Throughflow and the Western Tropical Atlantic at values of about 3 mm d\(^{-1}\). Except in the South Pacific, the bias turns to negative at mid- and high-latitudes, especially in the western boundaries of the Northern Hemisphere (Gulf Stream and Kuroshio regions) and in the South Atlantic. The negative bias is more evident than in Janowiak et al. (2010) and peaks in the Gulf Stream region at about –4 mm d\(^{-1}\). The inter-annual variability of precipitation (not shown) reveals that ERA-Interim agrees very well with microwave data in the Extra-Tropics (the correlation for the 1989–2008 period is 0.86 and 0.90 in the Southern and Northern Extra-Tropics,
respectively, with a very small bias less than 0.1 mm d\(^{-1}\) in both regions) while in the Tropics the correlation drops to 0.49 with a systematic positive bias of 1.2 mm d\(^{-1}\).

The use of a climatological corrective factor – instead of the direct use of PMWC data – stems from the fact that these data are available as monthly means. Such a temporal resolution could jeopardise the representation of any intra-seasonal variability of the EMP, as well as the potential applicability in an operational framework. Furthermore, the use of a climatological corrective factor allows us to apply the correction to any period also prior to the SSM/I era. Note also that the correction, by construction, does not alter the inter-annual variability of the precipitation forcing.

The monthly climatological coefficient \(c\) is formulated as:

\[
c = \left\langle \frac{10^3 \exp(P_{LS}^M)}{\exp(P_{LS}^E)} - 10^3 \right\rangle_{1989-2008}
\]  

(1)

where \(P_{LS}^M\) and \(P_{LS}^E\) are the large-scale precipitation values from REMSS/PMWC and ECMWF/ERA-Interim, respectively, and \(\langle \ldots \rangle_{1989-2008}\) denotes the temporal mean over the period 1989–2008. \(c\) is spatially-varying and computed at the full model horizontal resolution (both ERA-Interim and PMWC fields are interpolated on the ocean model grid); the value 10\(^3\) has the meaning of a normalization factor. The formulation of Eq. (1) is arbitrary: the ratio of the exponential was preferred to the simple ratio (as in Large and Yeager, 2009) to avoid discontinuities when either REMSS/PMWC or ECMWF/ERA-Interim exhibits zero precipitation. In order to use the corrective coefficient within the mass and salt flux surface boundary conditions during the ocean model integration, the daily-corrected values \(P\) are then recalibrated, in accordance with Eq. (1), as:

\[
P = P_{SS}^E + \log\left\{10^{-3}(10^3 + c)\right\}\exp(P_{LS}^E)
\]

(2)

where the upper-script \(SS\) stands for small-scale. In both Eqs. (1) and (2) the separation between small and large scales is obtained through the application of a two-
dimensional low-pass Shapiro filter, tuned to have 20% amplitude attenuation at the spatial scales corresponding to 900 km. The low-pass filter was applied in an attempt of neglecting precipitation location error and consistently with similar experiences in the global ocean modelling community (e.g., Garric et al., 2011), which enlighten the importance of keeping the small-scale signals from the high-resolution atmospheric forcing. In applying Eq. (2), the monthly corrective coefficient of Eq. (1) is linearly interpolated in time to provide daily values.

In Fig. 2, contours of the precipitation corrective coefficient are shown as a function of latitude and month. A value of zero means that there is no correction, while positive (negative) values indicate that ERA-Interim underestimates (overestimates) the precipitation with respect to the satellite-based precipitation. The northward drift of the bias visible in Fig. 2 from January to August seems to be related to the seasonal displacement of the Inter-Tropical Convergence Zones (ITCZs). The zonal averages show that the precipitation is enforced more in the Arctic than in the Antarctic, and maxima of the positive correction are found for the Arctic area in the winter season.

3 Ocean model description

The OGCM used in this study is the version 3.2 of NEMO (Nucleus for European Modelling of the Ocean, Madec, 2008) in ORCA025-L50 configuration, coupled to the Louvain-la-Neuve sea-ice model (LIM2, Fichefet and Morales Maqueda, 1997). The model has an irregular tripolar grid with 1/4° of horizontal resolution, constant in the zonal direction and increasing poleward in the meridional direction, and 50 vertical levels with partial steps at the bottom.

The experiments consist of a 21-yr (1989–2009) simulation initialized with a 5-yr climatological spinup. The spinup started from rest and from Levitus et al. (1998) monthly climatology of temperature and salinity fields. The National Snow and Ice Data Centre provided the sea-ice initial parameters. The simulation has been performed with the Coordinated Ocean-ice Reference Experiment (CORE) bulk-formulas forcing
method (Large and Yeager, 2009) and using 6-hourly ERA-Interim (Simmons et al., 2007) turbulent and radiative fluxes and daily freshwater fluxes of precipitation and snow. The runoff dataset is a monthly climatology that includes 99 major rivers and coastal runoffs (Bourdalle-Badie and Treguier, 2006).

Several corrections have been applied to the forcing fields in order to improve the model representation of the ocean state. Large-scale downward short-wave and long-wave radiation fluxes have been corrected by means of a large-scale climatological correction coefficient derived by the Global Energy and Water Cycle Experiment (GEWEX) Surface Radiation Budget project (Garric et al., 2011). Wind stress magnitude has been adjusted by means of a climatological correction coefficient derived by the SCOW (Scatterometer Climatology of Ocean Winds) QuickScat monthly climatology (Risien and Chelton, 2008). Furthermore, as previously explained in the Introduction, the global average of evaporation minus precipitation minus runoff has been forced to be equal to zero at each model time-step.

Concerning the physics of the model, the Turbulent Eddy Kinetic (TKE) dependent vertical diffusion scheme has been used to compute the eddy vertical mixing coefficient. The vertical parametrizations include: (i) the Enhanced Vertical Diffusion (EVD) scheme; (ii) double diffusion mixing parametrization for temperature and salinity; (iii) a mixing length scale surface value as function of wind stress. For the lateral dynamics of tracers, we used the Total Variation Diminishing (TVD) advection scheme and a laplacian isopycnal diffusion scheme for lateral diffusion. A bilaplacian operator has been used for lateral viscosity of momentum.

4 Impact on ocean state and variability

4.1 Impact on global freshwater budget

Correcting the precipitation fluxes determines an immediate change in the global ocean freshwater budget. This is shown in terms of globally-averaged components of the
freshwater balance in Table 1, in terms of time-mean, trend, annual and semi-annual amplitudes, the latter obtained through fitting the global timeseries to a periodic function with both annual (12-month periodic) and semi-annual (6-month periodic) terms, for both the experiments with and without the precipitation correction. As mentioned in Sect. 3, the river and ice-sheet runoff is provided by a monthly climatology, with a year-mean value equal to 1.309 Sv, a maximum in June (1.834 Sv) and a minimum in November (1.071 Sv).

The globally averaged time-mean precipitation flux varies from 13.530 to 13.487 Sv by applying the correction, with a net decrease of 0.044 Sv. The evaporation flux change was indeed found negligible between the two experiments, and equal to about 14.58 Sv. Note that all the terms of the global freshwater fluxes are overestimated with respect to some recent estimates. For instance, Lagerloef et al. (2010) provide values of 13, 12.2 and 0.8 Sv for evaporation, precipitation and runoff, respectively.

The global precipitation decrease is in turn directly brought into the EMP imbalance, which slightly increases from $-0.255$ to $-0.215$ Sv, corresponding to a 15.7% imbalance reduction. These imbalances can be considered below the error bars of the freshwater fluxes estimation (Lagerloef et al., 2010). Nevertheless, they correspond to an equivalent sea level rise of 22.26 and 18.77 mm yr$^{-1}$, respectively, which are unreasonably large and require the artificial closure of the global EMP to avoid unrealistic sea level drifts. Given that the overestimation of the precipitation peaks around April (Fig. 2), thus having a marked seasonal signal, the precipitation flux after the correction is consequently affected by larger seasonal amplitude (0.484 Sv) with respect to the uncorrected fluxes (0.032 Sv). Trend values are very small as expected, and enlighten the slight decrease of precipitation over the 1989–2009 period and the very small increase of evaporation, which sum up to an EMP trend of the order of 0.03–0.04 Sv yr$^{-1}$.

To summarize, the correction contributes to mitigate the EMP negative imbalance, thus reducing the remote effect of the global zeroing of the EMP. However, this remains still large ($-0.215$ Sv) and the closure of the freshwater budget cannot be avoided in order to have realistic sea level trends. We believe that future improvements of the
correction strategy should aim at reaching a negligible imbalance of the global EMP, thus withdrawing the superimposed closure of the EMP flux.

4.2 Impact on sea- and sub-surface ocean salinity and temperature

We evaluate the impact of the correction firstly on the main ocean parameters, and secondly on some integrated quantities affected by the correction. Compared to the World Ocean Atlas 2009 salinity climatology (Antonov et al., 2010), the uncorrected precipitation leads to a fresh bias in the subtropical and, even larger, in the tropical sea surface salinity (SSS), as visible in Fig. 3. The bias peaks in the Western Tropical Pacific and Atlantic Oceans and in the Eastern Tropical Indian Ocean, where it reaches values of the order of 1 to 2.3 psu. These biases are clearly reduced to values generally below 0.5 psu when the precipitation correction is applied. As also discussed later on, while the tropical fresh bias is a direct effect of the precipitation surplus, the fresh bias at the western subtropical regions depends on the gyre circulation that therein transports the overestimated freshwater coming from the Tropics. Note indeed that the ERA-Interim precipitation fluxes exhibit a dry bias in the subtropical regions (Fig. 1). In the storm track regions of the North Atlantic and Pacific Oceans and in the Southern Hemisphere high latitudes, the SSS salty bias is of about 0.5 to 1 psu, and it is mitigated by the precipitation correction by a factor 2.

The verification against the mooring arrays in the Pacific (TAO/TRITON), Indian (RAMA) and Atlantic (PIRATA) Oceans shows consistent results (not shown): the sea-surface fresh bias and root mean square error (RMSE) are reduced from about −0.5 to 0.1 psu and from 0.9 to 0.5 psu, respectively. The mitigation of the fresh bias deepens up to 50 m of depth. Below, the correction leads to a slight salty bias (0.1 psu), whereas the experiment with uncorrected precipitation exhibits a smaller bias. This suggests that the precipitation reduction is probably too strong in the Tropics and quickly mixes within the mixing layer. Below 200 m of depth, the correction seems to have no impact on salinity in the tropical regions. The study of the inter-annual variability (not shown) of the bias and RMSE shows that the correction becomes effective after about 1 yr from the experiment start, and constantly moves the salinity bias closer to zero.
No significant impact was found on sea- and sub-surface temperature skill scores, except for a positive contribution of the correction to a warm bias reduction – with respect to the climatology of the National Oceanic and Atmospheric Administration (NOAA) daily 1/4° sea-surface temperature analyses – from about 1.5 to 1 K in correspondence of the Amundsen Sea and in other areas of the Antarctic region (not shown).

4.3 Impact on sea level variability

The precipitation correction is expected to have a significant impact on the sea surface height, as it may modify both the barotropic (depth-independent) response of the ocean to the surface water mass fluxes and the sea level baroclinic component because of the changes in the upper ocean density. This in turn may induce many secondary effects due to both advection and diffusion. Furthermore, the artificial closure of the evaporation minus precipitation minus runoff balance, as mentioned previously, may also contribute to remote variations in the sea level, although, in the sequel, we will assume this remote effect to be negligible.

An important effect of the correction in the western boundaries of the Tropical Oceans is the corresponding sea level lowering of 5–7, 5–6 and 1–3 cm in the Pacific, Indian and North Atlantic Oceans, respectively (visible in Fig. 4a), which might be due to the simultaneous effect of the barotropic response to the precipitation decrease and the salinity increase in those regions, further to the circulation-driven sea level redistribution. The precipitation correction is able to positively impact the sea-surface height skill scores, especially in correspondence of the Antarctic Circumpolar Current (ACC). In fact, we found a RMSE decrease of sea-surface height (SSH) fields verified against the AVISO sea level anomaly (SLA) monthly merged products. The decrease has a global mean of 0.5 cm – corresponding to a 8 % decrease – with zonal means that reach 2 cm from 50° S to 45° S and local peaks of more than 20 cm in the South Pacific Ocean (Fig. 4b). Note that the comparison was performed by removing the globally averaged value of SSH from the AVISO monthly maps, in order to remove the time
varying global steric (expansion/contraction) and eustatic (freshwater imbalance) variations of the Global Ocean measured by satellite altimetry, which are not accounted for by NEMO.

The three panels of Fig. 5 show the sea level linear trends in mm yr$^{-1}$ deduced from the altimetric observations and from the two experiments for the period 1993–2009. The use of the correction clearly improves the representation of the interannual sea level variability in many areas. In particular, the too high trends in the Western Pacific and in the Indian Ocean are mitigated by the correction; consequently, also the too negative trends found in the Atlantic and in the Southern Oceans increase their values and better agree with the observed trends. Areas where the uncorrected water fluxes lead to very negative trends as east of South Brazil or southeast of New Zealand see a slight increase in the trends. In the verification against AVISO monthly products, the timeseries (Fig. 6) prove the benefits of the correction: compared to AVISO, the precipitation correction mitigates the too negative trend of SSH in correspondence of the ACC and the South Atlantic, thus contributing to stabilizing the RMSE against AVISO SLA over the 1993–2009 period for both the 60°S–60°N region and the Antarctic Circumpolar Current region (right panels of Fig. 6).

The impact of the correction on the sea level is however not straightforward to understand, as it arises from changes in both the barotropic and baroclinic components, which are hardly distinguishable by using monthly mean model outputs. Based on these limitations, it is however possible to quantify the main components of the sea level variability. Indeed, it is common practice to approximate the baroclinic component of sea level with the “dynamic height” (e.g., Lowe and Gregory, 2006; Dhomps et al., 2011):

$$\eta^{DH} = -\frac{1}{\rho_0} \int_{-H_0}^{0} (\rho(T, S) - \rho_0) dz$$  \(3\)
where $\rho_0$ is a reference density – $\rho_0 = \rho(T_0, S_0)$, where $T_0$ and $S_0$ are reference (i.e. climatological) temperature and salinity, respectively –, $H_0$ is the so-called “level of no-motion” where currents are assumed to be zero, which serves the purpose of calculating the sea level from the geostrophic balance without knowing the barotropic current streamfunction (Pinardi et al., 1995).

The correlation of the differences between the dynamic heights of the two experiments with the differences between the model output SSH of the two experiments is shown in Fig. 7. The plot does not correlate the model SSH with its baroclinic signal – which is known to be dominant everywhere except in the ACC and, to a lesser extent, in subtropical gyre areas, see e.g., Pinardi et al. (1995) –, but only the differences, namely it provides an estimate of the degree of baroclinicity of the SSH anomalies induced by the precipitation correction. Note that, according to the one-sided t-Test for the correlation (as negative correlations are meaningless), the minimum significant correlation at 99% is equal to 0.162. The figure reveals that in large areas of the Global Ocean the differences between the monthly SSH between the two experiments are well-correlated with the differences in the dynamic height of Eq. (3), suggesting that in those areas the SSH variability can be well explained by the variability in the baroclinic component of the sea level, either caused by the near-surface density changes or induced by baroclinic circulation adjustments. Furthermore, the areas where the correlation is found non-significant or small, which correspond to the Eastern Tropical Pacific and, to a lesser extent, to the Tropical Indian plus some areas in the Southern Ocean and in proximity of the Bering Strait, are suspected to receive a major effect of the barotropic response to the precipitation correction.

Equation (3) may be further decomposed in order to separately account for temperature and salinity contributions to the dynamic height:
\[
\eta_{DH} = -\frac{1}{\rho_0} \int_{-H_0}^{0} (\rho(T, S) - \rho_0) \, dz - \frac{1}{\rho_0} \int_{-H_0}^{0} (\rho(T_0, S) - \rho_0) \, dz
\]

\[
= DH(T, S) = DH(T, S_0) + DH(T_0, S)
\]

(4)

where the latter notation is introduced for sake of simplicity. These are the thermal – \(DH(T, S_0)\) – and haline – \(DH(T_0, S)\) – contributions to the baroclinic sea level.

By integrating the usual kinematic sea-surface condition (Beron-Vera et al., 1999) for sea level one obtains:

\[
\frac{\partial \eta}{\partial t} = -\nabla_h \cdot \left( \frac{1}{H} \int_{H}^{0} u \, dz \right) - \frac{E - P}{\rho_f}
\]

(5)

where \(H\) is the ocean depth, \(u\) is the horizontal current vector, \(E\) and \(P\) are the evaporation and precipitation fluxes, respectively, and \(\rho_f\) is the freshwater density. Such a formulation is actually used within the OGCM to prognose the sea level variations. The effect of the EMP on the barotropic (BT) component of sea level is then equal to:

\[
\eta_{BT\,EMP} = -\int \left( \frac{E - P}{\rho_f} \right) \, dt,
\]

(6)

Equations (4) and (6) represent a simple diagnostic estimation of the EMP effects on the baroclinic and barotropic sea level variability, respectively. More sophisticated estimates may certainly be computed, but they would require extra output fields from the OGCM. By diagnosing the mixing layer salinity differences (between the two experiments) that are due only to the modified EMP diluting effect on the mixing layer salinity (following the approach of Lagerloef et al., 2010), we have found that such a contribution is much less important than the salinity differences induced by the advective effects, and therefore we will consider this effect negligible.
In order to appreciate the contributions of the sea level components introduced in this Section, we report them in Fig. 8 in terms of linear trends of the monthly differences between the two experiments (that with the correction minus that without). Doing this, we are able to comprehend the effects that lead to the SSH difference of Fig. 4a. Trends are shown in millimetres per year. Firstly, it is important to note that barotropic response – the two right-hand side terms of Eq. (5) – is much larger than the baroclinic terms, as the sea level trend due to the freshwater change (Fig. 8e) and that due to the differences of the vertical integral of the horizontal divergence (Fig. 8f) balance each other and sum up to the model output SSH trend (Fig. 8a). Despite the different timescale, summing the two components of Eq. (5) provides perfectly the total SSH difference and allows us to proceed further. These two components have values that peak around 1 meter per year. Therefore, the contribution from the barotropic EMP alone cannot be directly compared with the baroclinic components.

By comparing the SSH trend (Fig. 8a) with that given by the dynamic height equation (Fig. 8b), it emerges that, as suggested by the correlation of Fig. 7, the baroclinic sea level is not responsible for the decrease of sea level in the Tropical regions (20° S–20° N) of the Indian and Pacific Oceans, which is consequently given by the barotropic response of the sea level. Elsewhere, the baroclinic sea level trend well approximates the SSH trend. Interestingly, we found that the haline contribution to the baroclinic sea level trend (Fig. 8c) is the major contributor of the SSH decrease in the subtropical areas (20° S–40° S and 20° N–40° N) of the Pacific Ocean, while in the Indian Ocean it is well balanced by the thermal contribution (Fig. 8d). The latter is on the contrary the dominant contributor in the ACC and, less importantly, in the Atlantic Ocean.

To summarize, in the Tropics the major effect for which the sea level lowers is given by the freshwater mass flux decrease, while in the subtropical areas by the salinity changes due to circulation-induced effects. Finally, the SSH rise in the ACC is then given by the induced thermal increase.
4.4 Impact on ocean circulation and volume and freshwater transports

Given the variations of density fields, for instance in areas of deep water formation as the ACC, it seems reasonable to investigate the variations of the ocean circulation, induced by the precipitation correction. This has been firstly evaluated by using the Ocean Surface Current Analysis Real-time data (OSCAR, Bonjean and Lagerloef, 2002), which merges observations from altimeters and scatterometers to compute monthly means of 0–15 m currents. The results (Fig. 9) show that, on the global scale, the precipitation correction induces a weakening of the near-surface current system, which leads to RMSE decrease of about 0.5 cm s\(^{-1}\), corresponding to a 4% error decrease. In the Antarctic Circumpolar Current (ACC) region, the impact is particularly significant, as it reduces the current speed (faster than those of OSCAR of about 1 cm s\(^{-1}\)) and decreases the RMSE of about 1.5 cm s\(^{-1}\), corresponding to a 9% error reduction.

In order to better appreciate the changes in the Global Ocean circulation produced by the precipitation correction, we have investigated the relative variations in the current speed yielded by the precipitation correction for four different vertical regions, namely the surface (0–100 m), the intermediate (100–1500 m), the deep (1500–4000 m) and the bottom waters (4000 m – bottom). The two panels of Fig. 10 show the mean current direction (when the correction is applied) and the differences in the current speed for surface and bottom waters. It can be seen, in general, that the correction induces a weakening in the Equatorial near-surface current systems, which is particularly large in correspondence of the Caribbean Current in the Atlantic Ocean, the Pacific Equatorial Counter Current and the East Australian Current and, in the Indian Ocean, the South Equatorial and the Mozambique currents. The Antarctic Circumpolar Current and the Gulf Stream also decrease their speed, although a drift in the current location occurs. A slight decrease of surface current speed is also visible in the Bering Strait. In practice, it turned out that the subtropical gyres (especially the North Atlantic and North Pacific gyres) are importantly affected by the precipitation correction and all
show a current speed decrease. The differences in current speed for intermediate waters generally decrease (not shown), although they remain significant in the Western boundary currents and in the Gulf Stream and Labrador Sea current systems. For deep and bottom ocean currents, we found a weakening in correspondence of the ACC and the deep western boundary currents in both the Pacific and Atlantic Oceans, suggesting that the changes in the freshwater fluxes might have implications also on the global thermohaline circulation.

Consequently, we have compared the meridional freshwater transport (MFT) with estimates from both atmospheric reanalyses (Large and Yeager, 2009) and hydrographic observations (Wijffels, 2001). The comparison is shown in Fig. 11 for the Global and the three main Oceans. At the global scale, the correction leads to a MFT decrease in the Northern Hemisphere and an increase in the Southern Hemisphere. Both these changes better agree with both the observational and atmospheric estimates. A better agreement with these independent estimates is also found in the North Pacific and in the Indian Ocean, while the impact of the correction in the North Atlantic is slightly negative with respect to the estimates of Large and Yeager (2009).

In Fig. 12, we show the cross-sections of the mean meridional velocity of the experiment with the correction, the salinity anomaly and MSSH for the two experiments and the mean difference of the meridional velocity and meridional freshwater transport between the two experiments, for a North Pacific section at 25°N, with the aim of explaining the mechanism that leads to a meridional freshwater decrease in the Pacific subtropical gyres. The western boundary currents, in correspondence of the Kuroshio Current, directed northward at 25°N, are by far the strongest meridional currents, reaching a maximum mean value of 67 cm s$^{-1}$ at 122.5°E at the sea-surface. The application of the correction leads to a weakening of the subtropical circulation, and the meridional velocity decrease at 25°N is then compensated by a weaker meridional southward California current and a reduced volume transport in the Bering Strait (see Table 2 discussed later on). The mechanism upon which the circulation weakens is explained by the fact that in the Western Equatorial Pacific the precipitation diminution...
yields a zonal MSSH gradient decrease and a density increase. As a consequence, the Kuroshio Current decreases and likewise the volume transport in the Bering Strait and in correspondence of the California Current. In terms of meridional freshwater transport, the decrease of transport in the North Atlantic and Pacific Oceans is then explained by the change in the transport mostly in the western boundary current. In the North Pacific, the combined effect of the western salinification and northward current decrease leads to a freshwater transport, with maximum values between 122 and 123°E at around 400 m of depth. Since the effects of the precipitation correction are rather similar in the other Oceans, with a tropical salinification spread northward and southward by weakened western boundary currents, similar results apply also to the Atlantic and Indian Oceans.

As final summarizing diagnostics, we evaluated for both the experiments the volume and freshwater transports across some sections of particular interest. The results are reported in Table 2, in terms of mean value for the 1989–2009 period and standard deviations of the monthly means. The volume and freshwater transports of the Antarctic Circumpolar Current south of Australia decrease from 192.23 to 169.98 (−12%) and 2.25 to 2.15 Sv (−4%), respectively, and better agree with the estimates of Rintoul and Sokolov (2001) (147 ± 10 Sv), suggesting that the ACC is generally overestimated and the precipitation correction has a mitigating effect. The Bering Strait volume transport is less affected by the precipitation correction (1.76 to 1.67 Sv, corresponding to a −5% reduction), which however mitigates the transport overestimation with regards to the observed value of 0.8 Sv found by Roach et al. (1995). The change seems to be solely caused by the weakening of the surface current system, since subsurface currents between the two experiments do not exhibit significant variations. No significant impact was found on the freshwater transport. For the Fraim Strait, the volume transport increases from 1.94 ± 1.06 to 2.53 ± 0.97 Sv (+30%) and gets closer to the value of 4 ± 2 Sv given by Schauer et al. (2004). Across the Drake Passage the volume transport decreases from 177.46 ± 13.70 Sv to 159.70 ± 23.27 Sv (−10%), thus being more similar to the 134.00 ± 11.20 Sv estimate of Cunningham et al. (2003), consistently with
the results found for the ACC east of Australia. Also the transports through the Indonesian Throughflow are better represented with the precipitation correction: the mean volume transport decreases from 20.97 to 18.95 Sv (−10%) and gets closer to the value of 15 Sv found by Gordon et al. (2009). On the other hand, as a consequence of the large salinity increase in the Indonesian region due to the precipitation correction, the freshwater transport decreases from 0.43 ± 0.21 to 0.28 ± 0.15 Sv (−35%), and better agrees with the estimate of 0.23 ± 0.05 Sv of Talley (2008), and the observed value of 0.14 ± 0.04 Sv of Fang et al. (2010).

5 Summary

We have implemented an empirical correction procedure applied to the ERA-Interim reanalysis precipitation and based on a monthly climatological corrective coefficient deduced from the comparison between large-scale precipitation from ERA-Interim and the microwave satellite product PMWC. We have investigated the main mechanisms that the correction leads to, and validated the results against independent observation datasets.

The correction has a largely positive effect not only in reducing the fresh bias of the near-surface salinity in the Tropics (up to 1 psu of bias reduction) and the salty bias in mid-latitudes, but also in improving the sea level variability representation (8% of globally-averaged SLA RMSE decrease), especially in the South Pacific Ocean, and the near-surface circulation, particularly in correspondence of the ACC (the latter exhibiting a 9% 0–15 m current speed RMSE reduction). We were able to investigate in details the effects of the correction on the sea level inter-annual variability, and concluded that the barotropic lowering of sea level dominates in the Equatorial regions, while the baroclinic response in the subtropical regions causes also there an SSH lowering.

The correction also yields a 16% reduction of the global net freshwater flux imbalance; although the imbalance after the correction does not allow to be neglected if one
wants to have realistic sea level trend, this value seems however important in reducing the remote effect of the superimposed closure of the globally-averaged freshwater flux. The correction has also been shown to cause an improved representation of the volume and freshwater transports. One of the most appreciable results is the weakening of the ACC volume transport of about 20 Sv (corresponding to a decrease between −10 and −12 %), which mitigates the previous overestimation with the uncorrected rain rates, and which is mostly due to the current speed reduction found in the Southern Oceans.

The use of more sophisticated techniques for the calibration of atmospheric reanalyses precipitation, for instance consisting in quantile-based bias-correction, was not considered in this study but will be explored in the future, since the main motivation of the present work is the study of the potential impact of satellite products for correcting atmospheric model precipitation products. As an additional perspective, we also plan to study the benefits of correcting the atmospheric reanalysis precipitation by using different observational dataset (e.g. the Global Precipitation Climatology Project, Huffman et al., 2009) or synthetic dataset that merge observations and atmospheric model data (e.g. the Multi-Source Analysis of Precipitation, MSAP, Sapiano et al., 2008), with the general idea of further reducing the time-mean value of the globally-averaged EMP imbalance to values comparable to the estimates derived from gravimetric data.
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**Table 1.** Mean (Sv), interannual (linear trend, Sv yr\(^{-1}\)) and seasonal amplitude (A. A.: annual amplitude; S.-A. A.: semi-annual amplitude, both in Sv) for the precipitation, the runoff, the evaporation and the net upward freshwater fluxes (EMP).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>ERA-Interim</th>
<th>Era-Interim+PMWC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Precipitation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>13.530</td>
<td>13.487</td>
</tr>
<tr>
<td>Trend</td>
<td>−0.028</td>
<td>−0.017</td>
</tr>
<tr>
<td>A. A.</td>
<td>0.032</td>
<td>0.484</td>
</tr>
<tr>
<td>S.-A. A.</td>
<td>0.197</td>
<td>0.230</td>
</tr>
<tr>
<td><strong>Evaporation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>14.584</td>
<td>14.581</td>
</tr>
<tr>
<td>Trend</td>
<td>0.014</td>
<td>0.012</td>
</tr>
<tr>
<td>A. A.</td>
<td>0.140</td>
<td>0.138</td>
</tr>
<tr>
<td>S.-A. A.</td>
<td>0.273</td>
<td>0.280</td>
</tr>
<tr>
<td><strong>Runoff</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.309</td>
<td></td>
</tr>
<tr>
<td>Trend</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>A. A.</td>
<td>0.298</td>
<td></td>
</tr>
<tr>
<td>S.-A. A.</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td><strong>EMP</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>−0.255</td>
<td>−0.215</td>
</tr>
<tr>
<td>Trend</td>
<td>0.042</td>
<td>0.031</td>
</tr>
<tr>
<td>A. A.</td>
<td>0.426</td>
<td>0.543</td>
</tr>
<tr>
<td>S.-A. A.</td>
<td>0.234</td>
<td>0.281</td>
</tr>
</tbody>
</table>
Table 2. Volume and freshwater transports (mean and standard deviation, Sv) through different ocean sections for the two experiments without and with the precipitation correction. Directions are as follows: 1 eastward; 2 northward; 3 westward; 4 southward.

<table>
<thead>
<tr>
<th>Region</th>
<th>Dir</th>
<th>No correction</th>
<th>Precipitation Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>St. dev.</td>
</tr>
<tr>
<td>Australian ACC</td>
<td>1</td>
<td>192.23</td>
<td>15.73</td>
</tr>
<tr>
<td>Bering Strait</td>
<td>2</td>
<td>1.76</td>
<td>0.50</td>
</tr>
<tr>
<td>Drake Passage</td>
<td>3</td>
<td>177.46</td>
<td>13.70</td>
</tr>
<tr>
<td>Fram Strait</td>
<td>4</td>
<td>1.94</td>
<td>1.06</td>
</tr>
<tr>
<td>ITF</td>
<td>3</td>
<td>20.97</td>
<td>4.30</td>
</tr>
</tbody>
</table>
Fig. 1. Bias between ERA-Interim and PMWC precipitation for the period 1989–2008 in mm d$^{-1}$. The contour interval is 1 mm d$^{-1}$. 
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Fig. 2. Contours of the zonally averaged climatological precipitation corrective coefficient as a function of month.
Fig. 3. Difference between ocean model sea-surface salinity (psu) and WOA2009 climatological salinity without (top) and with (bottom) the application of the correction to the precipitation fluxes. The contour interval is 0.5 psu.
Fig. 4. Top: mean sea-surface height difference (cm) between the experiment with and without the precipitation correction. Bottom: sea-surface height RMSE (against AVISO/SLA) decrease (cm) due to the precipitation correction: positive (negative) values indicate a decrease (increase) of RMSE.
Fig. 5. Sea level linear trend (mm y$^{-1}$) for the period 1993–2009. Top: from altimetric observations (monthly gridded merged products from CLS/AVISO); middle: without the precipitation correction; bottom: with the precipitation correction.
Fig. 6. Basin averaged sea level anomaly timeseries (left panels) and RMSE against the AVISO monthly gridded altimetric data (right panels) for both the Global Ocean (60°S–60°N) and the ACC.
Fig. 7. Correlation between differences in sea-surface heights and dynamic heights that approximate the baroclinic component of sea level. Values are bounded between 0.16 and 1, where the former value is the minimum significant correlation at 99% of confidence level.
Fig. 8. Contributions to the interannual sea level trends in mm yr\(^{-1}\): total sea level (a); total baroclinic sea level (b); halosteric sea level (c); thermosteric sea level (d); sea level from EMP contribution (e) and from the vertical integral of the horizontal divergence (f).
Fig. 9. Near-surface current speed bias and RMSE against the OSCAR dataset for both the Global Ocean and the Antarctic Circumpolar Current region. Bias has to be intended as observed value minus model value.
Fig. 10. Current speed differences (shaded contours) in cm s$^{-1}$ between the two experiments with and without the use of the precipitation correction and mean current direction (arrays) when the correction is used for surface (0–100 m, top panel) and bottom waters (4000 m-bottom, bottom panel).
**Fig. 11.** Mean zonally averaged meridional freshwater transport for the Global, Atlantic, Pacific and Indian Ocean for the two experiments with and without the correction to the precipitation fluxes. Also are reported the estimates calculated by Large and Yeager (2009) through atmospheric reanalyses processing, and the estimation by Wijffels (2001) from hydrographic observations.
Fig. 12. Cross-sections of mean meridional velocity, mean difference between the meridional velocities of the experiments with and without the correction, mean salinity anomaly (salinity minus 35 psu) for the two experiments without and with the correction, mean difference of meridional freshwater transport and mean SSH at 25°N in the Pacific Ocean. X-axis values report degrees east; y-axis values report depth in meters, except for the mean SSH plot.