Wave-turbulence scaling in the ocean mixed layer
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Abstract

Microstructure measurements were collected using an autonomous freely rising profiler under a variety of different atmospheric forcing and sea states in the open ocean. Here, profiles of turbulent kinetic energy dissipation rate, $\epsilon$, are compared with various proposed scalings. In the oceanic boundary layer, the depth dependence of $\epsilon$ was found to be consistent with that expected for a purely shear-driven wall layer. This is in contrast with many recent studies which suggest higher rates of turbulent kinetic energy dissipation in the near surface of the ocean. However, many dissipation profiles scaled with a Stokes drift-generated shear, suggesting there may be occasions where the shear in the mixed layer are dominated by wave-induced currents, which often causes turbulence to extend beyond the mixed layer depth. Integrating $\epsilon$ in the mixed layer yielded results that 1% of the wind power referenced to 10 m is being dissipated here.

1 Introduction

The level of turbulent kinetic energy in the ocean depends on the balance between energy production, suppression by buoyancy and dissipation. The latter term is representative of the availability of mixing, which is parameterised in large-scale numerical models that lack the resolution to directly compute dissipation. There has been considerable effort to understand the scaling of the turbulent dissipation rate of kinetic energy ($\epsilon$) in the oceanic boundary layer (OBL). Here, $\epsilon$ directly influences many air-sea processes such as the mixing of near-surface water properties (Garrett, 1996; Stevens et al., 2011), gas transfer across the ocean interface (Lorke and Peeters, 2006; Zappa et al., 2007) and the dynamics and evolution of plankton blooms (Denman and Garrett, 1989; Yamazaki et al., 1991). Parameterizing $\epsilon$ in the OBL has proven to be more difficult than in the atmospheric boundary layer (ABL) due to the presence of surface gravity waves (Agrawal et al., 1992; Terray et al., 1996) and Langmuir circulations.
(McWilliams et al., 1997; Grant and Belcher, 2009) creating enhanced dissipation relative to what is expected from a shear driven boundary layer.

There has been a desire for more observations of near-surface values of $\epsilon$ due to the growing prevalence of using Large Eddy Simulations (LES) to model the OBL (McWilliams et al., 1997; Noh et al., 2004; Grant and Belcher, 2009). The key parameter in balancing the sub-grid dynamics is $\epsilon$ and due to it not being resolved directly it is required to be parameterized. However, the lack of observations limits the ability to validate proposed parameterizations (see Noh et al., 2004; Grant and Belcher, 2009).

Attempts at parameterizing $\epsilon$ in the OBL have traditionally begun with similarity scaling, which treats $\epsilon$ in the OBL as a shear driven wall layer. This method assumes a constant stress with the mean velocity having a logarithmic profile, so that the shear is

$$\frac{\partial \bar{U}}{\partial z} = \frac{u_*}{\kappa z}$$

(1)

where $\bar{U}$, $z$, $\kappa$ and $u_*$ are respectively the mean velocity, depth, von Kármán constant ($\kappa = 0.40$) and friction velocity, defined as:

$$u_* = \sqrt{\frac{\tau}{\rho}}$$

(2)

where $\tau$ is the wind stress and $\rho$ is the density of seawater. The wind stress is assumed to be constant across the air-sea interface so that $\tau = u'^2 \rho = u'^2_a \rho_a$ where the $a$ subscript denotes the air friction velocity and density, respectively.

For a steady-state solution the turbulent kinetic energy equation can be written as a balance of shear production, buoyancy flux, and turbulent dissipation rate, $\epsilon$, (Osborn, 1980)

$$0 = -u'w'\frac{\partial \bar{U}}{\partial z} + \frac{g}{\rho}w'\rho' - \epsilon$$

(3)
where $u'$ and $w'$ are the turbulent horizontal and vertical velocities respectively and $g$ is the acceleration due to gravity. Since the wind stress, $\tau$, can be directly calculated from the Reynolds stress as $\tau = \rho u'w'$ it follows from Eq. (2) that

$$u'w' = u_*^2. \quad (4)$$

Therefore, ignoring buoyancy, which is often an order of magnitude smaller than the other terms, and substituting Eqs. (1) and (4) into Eq. (3) leads to the familiar “law of the wall” scaling, i.e.

$$\epsilon \tau = u_*^3 \kappa z. \quad (5)$$

Early measurements supported the idea of the ocean as a purely shear driven wall layer. Jones and Kenney (1977) found that turbulence velocity fluctuations scaled with $u_*$ with a length scale comparable to the depth. Churchill and Csanady (1983), using quasi-Lagrangian drifters and drogues, reported logarithmic mean current profiles in the OBL, consistent with a constant shear layer. Profile measurements in a lake (Dillon et al., 1981) and in the ocean (Oakey and Elliott, 1982; Soloviev et al., 1988) both found $\epsilon$ to scale with Eq. (5).

Observations by Kitaigorodskii et al. (1983) and subsequently by Agrawal et al. (1992), using velocity microstructure measurements at fixed depths, found enhanced dissipation by an 1 to 2 orders of magnitude relative to the law of the wall in the upper ocean. This enhancement was attributed to the presence of breaking surface gravity waves directly injecting turbulent kinetic energy into the near surface region.

Terray et al. (1996) suggested enhanced $\epsilon$ values could be scaled using parameters of the wind-wave field having a vertical structure with three distinct regions. The uppermost region from the surface down to a depth $z_b = 0.6H_s$, where $H_s$ is the significant wave height, experiences a large uniform turbulent dissipation rate due to the presence of breaking waves. The dissipation rate in this region is an order of magnitude greater than predicted by Eq. (5). Below this there is an intermediate region of enhanced $\epsilon$
which has decays as $z^{-2}$. This enhanced region extends to $z_t = 0.3 H_s k \bar{c} / u_{*a}$ where $\bar{c}$ is the effective wave speed equating the energy input from the wind to the waves, $F = \bar{c} u_s^2$ and $u_{*a}$ is the air side friction velocity. The ratio of $\bar{c} / u_{*a}$ is related to the wave age $c_w / u_{*a}$ where $c_w$ is the phase velocity of the wind generated waves. Hence, it was the conclusion of Terray et al. (1996) that the depth of the enhanced region is dependent on the wave age as well as the significant wave height. Below this depth $\epsilon$ scales as Eq. (5). The same depth dependence of $\epsilon$ was found by Drennan et al. (1996) using fixed depth velocity measurements from the bow of a ship in a mixed swell/wind sea in the Atlantic. Further support for enhanced dissipation has been established by several ocean studies, but with various depth profiles for $\epsilon$ (Gargett, 1989; Anis and Moum, 1995; Greenan et al., 2001). In a study in the North Pacific using a microstructure profiler Gargett (1989) found $\epsilon \propto z^{-4}$ in the mixed layer during a week of intermittent stormy weather, which relaxed to $\epsilon \propto z^{-1}$ as the wind and sea states calmed.

Anis and Moum (1995), using a rising vertical profiler in the Pacific Ocean, reported enhanced dissipation with respect to Eq. (5) with an exponential depth decay. A profile of $e^{2kz}$, where $k$ is the dominant wave number of the surface wave field, matched closely with the observed wave number associated with the wind generated waves during enhanced dissipation. This $e^{2kz}$ depth dependence was explained theoretically by a rotational wave field with only a small deviation from quadrature necessary, on the order of a couple of degrees, to re-create their observed dissipation levels. This $e^{2kz}$ depth dependence of turbulent kinetic energy dissipation was also found by Huang and Qiao (2010) by ignoring the buoyancy term in Eq. (3), i.e.

$$\epsilon_w = a_1 u_s^2 \frac{\partial U_s}{\partial z}$$

(6)

where $U_s$ is the stokes drift induced by surface waves. For a monochromatic wave the Stokes drift is

$$u_s = u_{s0} e^{2kz}$$

(7)
where the magnitude at the surface is equal to \( u_{s0} = c(ak)^2 \) and \( c, a \) and \( k \) are the wave speed, amplitude, and wave number, respectively. In Eq. (6), \( a_1 \) is a dimensionless constant associated with the surface waves and predicted by regression. Using the observations of Anis and Moum (1995), Huang and Qiao (2010) estimated \( a_1 \) to be

\[
a_1 = 3.75\beta\pi \sqrt{\frac{H_s}{\lambda}}
\]

(8)

where \( \lambda \) is the dominant wavelength and \( \beta \) is a dimensionless constant between 0 and 1. Huang and Qiao (2010) compared Eq. (6) with observations by Anis and Moum (1995), Osborn et al. (1992) and Wüst et al. (2000) with an order of magnitude agreement for values of \( \beta \) between 0.15 and 1.

Studies are ongoing in this field (Stevens and Smith, 2004; Gerbi et al., 2009) and it is still unclear on the role surface waves play in dissipation (Babanin and Haus, 2009; Huang and Qiao, 2010; Teixeira, 2012). Observations of \( \epsilon \) in the deep ocean (Greenan et al., 2001) suggest that any scaling may not be straightforward especially in the presence of complex wave fields.

Over recent years there has been a large increase in modelling the OBL using Large Eddy Simulations (LES). LES models have shown to be very effective in the ABL, while attempts in the OBL have been hindered by the difficulty of handling the boundary condition at the surface. The difficulty lies in the lack of observations of \( \epsilon \) in the near surface and that without these measurements it is difficult to properly model these processes accurately (Noh et al., 2004; Grant and Belcher, 2009).

In this paper we describe a set of observations taken during a research cruise in the North Atlantic with the upwardly-rising Air-Sea Interaction Profiler (ASIP) microstructure instrument, an ultrasonic wave altimeter, and a high quality suite of meteorological sensors. Details of all the available measurements and processing algorithms are presented in Sect. 2. Dissipation scaling in the upper ocean, including wave-induced scaling and comparisons of the integrated dissipation with the wind input, is discussed in Sect. 3. A summary of the results are presented in Sect. 4.
2 Measurements

Measurements were conducted during a field campaign in the North Atlantic (Fig. 1a) aboard the R/V *Knorr* from late June to mid-July 2011. Presented here is one deployment of the Air-Sea Interaction Profiler (ASIP), an autonomous microstructure profiler designed to study the OBL (manuscript in preparation). A total of 54 profiles were made spanning 16 h from 2 July 2011 14:38 to 3 July 2011 06:26. The drift track of ASIP and the ship position over the course of the deployment can be seen in Fig. 1b. The location is determined via the GPS receiver on ASIP which obtains a position at the surface after each profile. There are two gaps in the profiling, from 16:43 to 19:01 LMT and 20:09 to 21:47 LMT, where ASIP was unable to obtain a valid GPS location and profiling was temporarily suspended. All times are in Local Mean Time (LMT), which aligns noon with the maximum solar angle. For the measurement location (Fig. 1b) this corresponds to a time difference of 3 h and 8 min behind UTC.

2.1 Microstructure measurements

ASIP is equipped with two FP07 micro-scale temperature sensors, one SBE 7 microconductivity sensor, and two SPM-38 vertical shear microstructure sensors from which $\epsilon$ was computed (Macoun and Lueck, 2004). In addition to these, there is an accurate (CTD-standard) temperature and conductivity sensor manufactured by Neil Brown Ocean Sensors Inc. (NBOSI), a Licor LI-92 Photosynthetic Active Radiation (PAR) sensor which measures incoming shortwave radiation (between 400 and 700 nm), a Keller pressure sensor, and accelerometers and orientation sensors. ASIP is positively buoyant rising upwards with a nominal speed of 0.5 m s$^{-1}$. In the wave affected region in the upper ocean, the rise velocity is calculated from a linear fit of the pressure record for the upper 10 m. A linear fit of the pressure gradient ensures that the effects of waves are filtered out of the pressure signal. This is identical to the method adopted by Stips et al. (2005) to calculate rise velocities of a rising vertical profiler in the presence of surface waves.
The location of the ocean surface is determined for each profile from the micro-conductivity record, using a surface detection method similar to Stips et al. (2005). The uncertainty in the surface location is estimated to be ±2 cm, determined from examining hundreds of profiles in various sea states, and this result is consistent with Stips et al. (2005). The other sensors are aligned to the micro-conductivity sensor so each measurement is referenced to the same depth. Details of the surface detection and calibration algorithms can be found in Ward et al. (2012).

Turbulence parameters are calculated from the measured vertical shear (Osborn, 1974; Moum et al., 1995) over segments of 1024 points with a 512 point overlap. The vertical resolution depends on the sampling rate and rise velocity and in our case the resolution was approximately 0.5 m. Various segment lengths were tested and the 1024 segment length was found to provide a good balance between statistical significance and homogeneity. A sample spectrum taken from a profile at 2 July 2011 17:15 LMT during moderate wind speeds can be seen in Fig. 2. To ascertain the presence of any persistent noise artifacts, a spectrogram is calculated (Fig. 3e) from the raw shear signal (Fig. 3c) for each profile. There is a faint signal at 30 Hz, which corresponds to a wave number of \( \approx 60 \) cpm, but this is only prominent where the signal is low and the calculated \( \epsilon \) is below the adopted noise floor of \( 5 \times 10^{-10} \) m\(^2\) s\(^{-3}\) (Fig. 3d).

### 2.2 Meteorological measurements

Meteorological data represent the direct forcing to the OBL. This includes wind forcing and buoyancy forcing. The buoyancy forcing is represented as the change in density at the surface from radiative forces changing the temperature and hydrological forces, such as rain and evaporation, altering the salinity. These data were recorded continuously throughout the campaign with the on-board data acquisition system on the R/V Knorr. Measurements were recorded at one minute intervals and these were averaged into 30 min bins.
The density flux \( Q_p \) into the ocean from the atmosphere was computed as (e.g. Zhang and Talley, 1998)

\[
Q_p = \rho (\alpha F_T + \beta F_S)
\]

(9)

where \( \alpha \) and \( \beta \) are the thermal expansion and saline contraction coefficients, respectively. Here \( F_T = -Q_{\text{net}}/\rho_s C_p \) and \( F_S = (E - P) S / (1 - S/1000) \) where \( C_p \) is the specific heat of sea water and \( E, P \) and \( S \) are the evaporation, precipitation and sea surface salinity, respectively.

The net radiative heat flux at the ocean surface is calculated from the combination of the incoming shortwave (SW), net incoming and emitted longwave (IR), sensible heat (SH) and latent heat (LE), i.e.

\[
Q_{\text{net}} = \text{SW} + \text{IR} + \text{SH} + \text{LE}.
\]

(10)

Shortwave and longwave components were measured from the deck of the R/V Knorr (S. Miller, 2012, personal communication) while both SH and LE were computed using TOGA COARE 3.0 flux algorithms (Fairall et al., 1996, 2003).

The buoyancy flux, \( B \), is a function of the density flux at the surface, i.e.

\[
B = -\frac{gQ_p}{\rho_0}
\]

(11)

where \( g \) is the acceleration due to gravity and \( \rho_0 \) is the reference density for the buoyancy flux. The minus sign indicates that the upper surface becomes less buoyant (i.e. more dense) when there is a positive buoyancy flux out (i.e. upwards) of the ocean surface. \( B > 0 \) implies the density flux is negative (i.e. into the ocean) and is destabilizing which may lead to convection. If \( B < 0 \) then the mass flux is out of the sea, leading to stabilizing conditions.
2.3 Mixed layer depth

The mixed layer depth represents the depth at which the surface properties such as temperature and salinity are deemed homogeneous. However, the mixed layer is a dynamic region and there are many different methods for calculating the depth of this layer (see Thomson and Fine (2003); de Boyer Montégut et al. (2004); Stevens et al. (2011) for a brief literature review of some of the methods used historically). In determining the mixed layer depth, $D$, we use the same threshold value as de Boyer Montégut et al. (2004) of a 0.03 kg m$^{-3}$ increase in the potential density from a reference depth. de Boyer Montégut et al. (2004) use a reference depth of 10 m to avoid effects of diurnal heating in their selection criterion. For our measurements we found 5 m was an adequate reference depth to avoid diurnal influences.

An important term in determining stability in the water column is the Monin–Obukhov length scale, defined as

$$L = -\frac{u'^3}{\kappa B}.$$  \hspace{1cm} (12)

Equation (12) is a measure of the relative importance of wind forcing to buoyancy forcing and is negative for destabilizing conditions and positive for stabilizing conditions. The Monin–Obukhov length is often compared with the mixed layer depth $D$ as a bulk stability parameter in similarity scaling. Small values for the ratio $|D/L|$ indicate stability with increasing values of $-D/L$ leading towards greater instability and eventually overturning.

2.4 Wave measurements

Surface gravity waves directly force the OBL and are comprised a combination of non-locally generated swell and local wind waves. The wave measurements were made using an ultrasonic altimeter mounted at the bow. The altimeter was combined with an accelerometer to correct for ship motion and a time series of the sea surface elevation
was obtained. This time series was then bandpass filtered (0.05–0.5 Hz) and consecutive half hour periods were used to calculate one dimensional surface wave spectra. For each 30 min spectra the significant wave height $H_S$ and the zero-upcrossing period $T_0$ are calculated from the spectral moments (Bouws et al., 1998), i.e.

$$m_n = \int_0^\infty f^n S(f) df$$

where $n$ corresponds to the $n$th spectral moment, $f$ is the frequency and $S(f)$ is the spectral variance. The definitions for significant wave height and the zero-upcrossing period come from Eq. (13) and are $H_S = 4 \sqrt{m_0}$ and $T_0 = \sqrt{m_0/m_2}$, respectively. Data collected while the ship was cruising were discarded. The method has been tested successfully in previous field tests, yielding good agreement with data from a waverider buoy (Christensen et al., 2012).

In the absence of independent wave measurements we have compared our data with operational analyses from the ECMWF (wave model WAM, North Atlantic domain). Values of significant wave height and zero-upcrossing period agree well (see Fig. 4). The wave model data are six hour averages over a spatial range of approximately 120 km$^2$ (i.e. 0.1° resolution) and our measurements contain significantly more variability. Six hour averages of our measured values are typically within ±10% of the wave model data for the entire cruise period.

We consider here that the significant wave height $H_S$ varied between 1.8 and 2.8 m (Fig. 4a), and the zero-upcrossing period $T_0$ varied between 4.5 and 6.5 s (Fig. 4b). On 2 July 2011 22:00 local time, the sea state was dominated by short swell with a peak period of 9.0 s. As the wind increased the sea state was later on dominated by wind waves, at 3 July 2011 01:00 the peak period had dropped to 5.8 s, but with a second peak at 8.6 s. Towards the end of the period we found mixed seas and a wide spectrum with a peak period of 7.7 s (see Fig. 5).
2.5 Upper ocean parameters

During this deployment an intense low pressure system passed over the R/V Knorr as can be seen in the drop and subsequent rise in atmospheric pressure (Fig. 6a). The leading edge of the low pressure system (Fig. 6a) was accompanied by moderate to heavy rainfall (Fig. 6c) and a uniform wind velocity of 11 m s\(^{-1}\) (Fig. 6b). The wind speed rapidly decreased to < 4 m s\(^{-1}\) at 2 July 21:00 LMT, accompanied by a 2°C drop in air temperature (Fig. 6c) until at 3 July 04:00 LMT where the wind speed increased to > 17 m s\(^{-1}\). The wave field changed little during the deployment with the zero-upcrossing time slightly increasing as the wind forcing decreased (Fig. 6d).

The net radiation (Fig. 7a) and buoyancy fluxes (Fig. 7b) show a net loss of heat and mass from the ocean to the atmosphere during the course of the deployment. The one exception to this was the salt component of the buoyancy flux (Fig. 7b) due to a large rain event on the leading edge of the storm.

Although the buoyancy forcing was unstable for the majority of the deployment (Fig. 7b), the ratio of the Monin–Obukhov length to the mixed layer depth was greater than unity (i.e. \(|-L|/D \gg 1\)), which implied that the wind forcing was significantly greater than the destabilizing buoyancy forcing. Only during the lull in the wind from 2 July 21:00 to 3 July 05:00 LMT does the ratio of \(-L/D < 1\), indicative of a convective overturning regime.

The temperature (Fig. 8a) and salinity (Fig. 8b) from ASIP indicates that the deployment began with relatively warm and fresh water with the latter due to the rain at the beginning of the deployment (Fig. 6c). Overnight the upper 20 m were relatively homogeneous with little variation in the mixed layer depth. At 05:00 the wind rapidly increased (Fig. 6b) which resulted in an increase of the mixed layer depth from 15 m to 40 m in about 0.5 h.

The response of the upper mixed layer to atmospheric buoyancy and wind stress (Fig. 9b) can be seen in the evolution of \(\epsilon\) (Fig. 9d). In the mixed layer, the regions of high turbulent dissipation follow very closely with the mixed layer depth except during
the evening when the wind is calm. The most likely cause of the discrepancy was due to inadequacies of using a single mixed layer depth parameterization to encompass all the various forcing conditions encountered. The stratification in the mixed layer was complex (Fig. 9c) and often there were small gradients in the upper few meters which were strong enough to inhibit turbulence under mild forcing. Also, the use of a reference depth of 5 m limits values for the mixed layer depth to be $D \geq 5$ m.

The turbulent Langmuir number, defined as $La_t = \sqrt{u_*/u_{s0}}$, is shown in Fig. 9a. $La_t$ is used as an indicator for when Langmuir circulation begins to be the dominant mechanism for shear driven turbulence in the OBL. Values of $La_t < 0.3$ generally correspond with Langmuir dominated turbulence Grant and Belcher (2009). The wave field does not vary much over the deployment (see Fig. 6d) thus $La_t$ closely follows the wind stress in Fig. 9b. During the evening $La_t$ drops from about 0.4 to 0.2 indicating that Langmuir generated turbulence to be dominating. However, during this period (from around 2 July 22:00 to 3 July 2011 04:30 LMT) most of the turbulence is restricted to the upper 10 m (see Fig. 9d) and it is not clear if there is any enhancement in this region.

3 Discussion

We begin our analysis in Sect. 3.1 with a look at the overall energy budget in Sect. 3.1 by comparing the vertically integrated dissipation rate with the energy input from the wind. This is followed by our discussion of the profile shapes of $\epsilon$ by comparing these profiles with that expected from the law of the wall (Sect. 3.2) and from a wave-induced shear (Sect. 3.3).
3.1 Integrated energy flux

It is often convenient to discuss dissipation in terms of the total dissipation rate in the mixed layer. This is defined as the vertically integrated dissipation rate, i.e.

\[ \epsilon_I = \int_{-D}^{0} \rho edz, \] (14)

where the units of \( \epsilon_I \) in Wm\(^{-2}\). Equation (14) can be conveniently used to compare the total energy input from the surface wind field. The input wind power may be estimated from the wind speed reference to 10 m height, i.e.

\[ E_{10} = \tau U_{10}, \] (15)

where \( \tau \) is the wind stress and \( U_{10} \) is the wind speed referenced to 10 m. Comparing Eq. (15) with Eq. (14) can demonstrate what percentage of the wind power was going into mixing the OBL. Most of the energy flux in the lower atmosphere is dissipated in the air before it ever reaches the surface so this ratio is expected to be small. Using a combination of field and laboratory results, Richman and Garrett (1977) estimated that 4–9 % of \( E_{10} \) would be dissipated in the mixed layer. Later direct measurements of \( \epsilon \) by Oakey and Elliott (1982) found \( \epsilon_I \) to be 1 % of \( E_{10} \). Computing Eq. (14) for this deployment found excellent agreement with the 1 % value of Oakey and Elliott (1982) with the results shown in Fig. 11. The one discrepancy is during the night where a combination of an overestimation of the mixed layer depth and buoyancy-induced turbulent dissipation create a slightly greater integrated dissipation level relative to 1 % of the wind power.

This result that 1 % of the wind power is dissipated in the mixed layer is similar to previous observations Stewart and Grant (1962); Dillon et al. (1981) and a shear-driven wall layer where \( \epsilon \) follows Eq. (5). However, there are many cases (Kitaigorodskii et al., 1983; Greenan et al., 2001) where this ratio is closer to the 4–9 % predicted.
by Richman and Garrett (1977) suggesting a greater input of energy into mixing the upper ocean. Anis and Moum (1995) generally found the total dissipation of turbulent kinetic energy to be consistent with Oakey and Elliott (1982), but found a few occasions where integrated dissipation was much closer to 10% suggesting that this may not be a constant value.

### 3.2 Dissipation rate scaling – law of the wall

The measured turbulent dissipation rate from ASIP was compared to the estimates from Eq. (5), with this ratio shown in Fig. 9e. For the majority of the deployment $\epsilon$ scales within an order of magnitude with Eq. (5) in the mixed layer. The exception to this was during the night where $\epsilon$ was larger than expected from Eq. (5) between 2 and 15 m. As the night progressed, starting at 3 July 2012 03:00 LMT, there was a region of enhanced $\epsilon$ in the near surface water that was slowly extending deeper into the mixed layer depth. This time corresponded with a region of small $-L$ (Fig. 6c) as well as $La_t < 0.3$, which indicates that conditions were favourable for turbulence enhancement from convective overturning as well as Langmuir circulation.

### 3.3 Wave induced turbulence

Profiles of $\epsilon$ were also modelled using Eq. (6) as proposed by Huang and Qiao (2010), who investigated profiles of turbulent dissipation induced by shear created by Stokes drift. This leads to a depth dependence of $\epsilon \propto \epsilon^{2kz}$ where $k$ is the wave number of the wave field. Figure 10a–c shows the wave scaling for dissipation profiles averaged over one hour in time (i.e. 5 successive profiles) and one meter in depth. The grey shaded region represents the 95% confidence intervals for each bin using the bootstrap method (Efron and Gong, 1983). To determine $k$, the wave spectra (Fig. 10d–f) was divided into two sections (labelled I and II) where $k$ was calculated for each section from the mean spectral period and the dispersion relation for deep water gravity waves, i.e. $\omega^2 = gk$ where $\omega$ is the angular frequency. The significant wave height was
also calculated separately for each spectral bin. A value for $\beta$ of 0.15 was adopted for all subsequent estimates using Eq. (6), consistent with the findings of Huang and Qiao (2010).

Several profiles of $\epsilon$ (Fig. 10a–c) are compared with observations including Eq. (5), Terray et al. (1996), and the wave scaling of Huang and Qiao (2010). For the scaling of Terray et al. (1996) II is used to determine the wave age and hence the depth of the transitional layer, $z_t$. Any errors associated with this choice for the wave age will only affect the depth of the transitional layer and will not affect the depth dependence of $\epsilon$. Early in the deployment profiles were taken in steady wind forcing and developed seas ($c_w/u_\ast a \approx 80$). In this case $\epsilon(z)$ follows an exponential depth dependence (Fig. 10a, solid red line) even below the mixed layer depth suggesting that shear generated by the Stokes drift of swell with long wavelengths may be a mechanism for mixing below the mixed layer depth.

The profile of $\epsilon$ during the night when the wind dropped to below 5 m s$^{-1}$ is shown in Fig. 10b. The wave age is still $\approx 80$ but the direct wind forcing has died down and the buoyancy forcing, which is on the order of $10^{-8}$ m$^2$ s$^{-3}$, is now comparable to measured dissipation rates in the mixed layer. Between 5 and 18 m the slope of $\epsilon$ follows the wave induced dissipation profiles accurately, but above this $\epsilon$ decays more closely to that predicted by Terray et al. (1996). This is likely as a result of the low dissipation levels encountered during the night.

When the wind increased at the end of the deployment, the dissipation profile became less continuous with more discrete jumps in $\epsilon$, as shown in Fig. 10c. While the wave field was developing (wave age $\approx 10$) the high winds appeared to reveal a more incremental approach to a rapidly decreasing mixed layer, as is seen in the order of magnitude drops in $\epsilon$ at $\approx 15$ m, $\approx 27$ m and $\approx 32$ m (Fig. 10c). The dissipation rate between 2 m and the remnant mixed layer depth of 15 m had a near uniform dissipation rate with little variability as denoted by the confidence intervals. There were subsequent drops in $\epsilon$ at 27 m and 32 m with near uniform values of $\epsilon$ in between suggestive of incremental steps in eroding the mixed layer. None of the dissipation models do
particularly well in this scenario with an increasing wind with Eq. (5) appearing to be the best in the upper 10 m and Huang and Qiao (2010) faring better below.

4 Summary

Measurements of the dissipation rate of turbulent kinetic energy along with measurements of atmospheric fluxes and wave spectra are presented in detail for a field campaign in the North Atlantic during July 2012. Accurate observations of all of these parameters simultaneously in the open ocean are extremely rare, especially in the presence of mixed seas where it is difficult to distinguish between the swell and wind generated waves. Dissipation measurements were made with the Air-Sea Interaction Profiler (ASIP), which is an unique instrument designed for profiling the mixed layer of the ocean. ASIP is a vertically rising profiler which functions autonomously allowing the profiler to be sufficiently far away from any ship induced effects to allow for measurements up to the ocean surface. Direct measurements of $\epsilon$ were obtained during the transit of an intense low pressure system allowing for a wide range of sea states to test various scaling laws.

The results were used to test various scaling laws proposed for the depth dependence of $\epsilon$. Specifically, the classic wall layer where $\epsilon \propto z^{-1}$, the scaling of Terray et al. (1996) who found a transitional layer with $\epsilon \propto z^{-2}$ and the scaling proposed by Huang and Qiao (2010) who use the shear induced by the Stokes drift from surface waves. For the conditions encountered, the wall layer scaling was within an order of magnitude of our $\epsilon$ estimates and was more likely to overestimate the dissipation. Although the scaling of Terray et al. (1996) has been confirmed previously in the ocean with the presence of swell (Drennan et al., 1996; Gerbi et al., 2009) in these cases the wave field could easily be separated into wind and swell components. Results from ASIP, the ultrasonic wave altimeter and the meteorological measurements suggest that the scaling of Terray et al. (1996) does not match the data well for the conditions encountered. This result was also reached in a similar experiment (Greenan et al., 2001) where
observations deviated from the Terray et al. (1996) scaling when the sea becoming mixed and there was no clear separation between wind and swell. Our results, early in the deployment when the wind and waves were more constant, coincided well with the exponential depth dependence proposed by Huang and Qiao (2010). However, the scaling proposed by Huang and Qiao (2010) did not agree as well with our observations during the evening with low winds and swell present nor later in the experiment during the rapid increase in wind speed.

Estimates of the integrated dissipation in the mixed layer indicated that \( \approx 1\% \) of the wind power at 10 m is dissipated in the mixed layer. This is identical to the results of Oakey and Elliott (1982) and consistent with results that found the theory of a wall layer to hold in the mixed layer (Soloviev et al., 1988).

Understanding how energy is dissipated in the OBL is fundamental to accurate parameterizations of these processes. There has been some excellent advances in modelling \( \epsilon \) in the presence of breaking surface gravity waves (Craig and Banner, 1994; Burchard, 2001) and Langmuir circulations (Grant and Belcher, 2009; Teixeira, 2012), but often these models are presented with largely varying empirical coefficients to fit the limited data available. This is especially true in the open ocean where measurements of \( \epsilon \) in the upper few meters and free from ship contamination are very hard to obtain.

Due to the intermittent nature of turbulence any scaling law will always have some limitations when comparing snapshots of the turbulent dissipation in the upper mixed layer. Taking this into consideration, along with a dearth of accurate dissipation estimates in the mixed layer of the open ocean, make attempts at parameterizing the profile of \( \epsilon \) very challenging. More comprehensive data sets under various sea states and conditions are necessary to determine the conditions under which certain scaling can and may hold true.
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Fig. 1. (a) The 200 m, 1000 m, and 2000 m depth contours are shown for the North Atlantic with the deployment location shown by the large black dot. Inset map (b) shows the ASIP profile locations (black dots) with the green dot being the first profile and the red dot showing the final profile. The ship locations at three hour intervals are shown by the black triangles. All times are in local mean time.
Fig. 2. Sample shear spectrum (black dots) and modelled Nasmyth spectrum (dashed line) for the depth interval $17.6 \text{ m} < z < -17.1 \text{ m}$ of the profile corresponding to Fig. 3. The lower and upper integration limits are denoted by the vertical dashed lines.
Fig. 3. Spectrogram of a profile taken at 17:15 LMT (e). The depth and corresponding rise velocity are shown in (a) and (b). A uniform rise speed is adopted in the upper 10 m (solid line) to filter out wave effects in the pressure signal (dotted line). (c) Shows the raw shear signal in volts and the calculated dissipation rate is in (d).
Fig. 4. Comparison of (a) significant wave height and (b) zero-upcrossing period for data collected with the ultrasonic wave altimeter (solid lines) and the nearest ECMWF forecast (dashed lines). Time is in local mean time.
Fig. 5. Time evolution of wave spectra over six hour time intervals.
Fig. 6. (a) Pressure (Pa), relative humidity (RH), (b) wind speed at 15 m ($U_{15}$), wind direction (Dir, clockwise from north), (c) air temperature ($T_a$), sea surface temperature (SST), rainfall rate (Rain), (d) significant wave height (and mean crossing period are shipboard measurements from the R/V Knorr for the deployment location in Fig. 1. The shaded region corresponds to the time when ASIP was profiling.
Fig. 7. (a) Net radiative flux ($Q$), short wave (SW), sensible heat (SH), latent heat (LE), and net infrared (IR) radiation during the deployment. Positive is upwards out of the ocean. The net surface buoyancy flux ($B$) and the relative contributions from heat and salt and shown in (b). (c) Shows the mixed layer depth ($D$) and the Monin–Obukhov length ($L$).
Fig. 8. (a) Temperature, (b) salinity, and (c) potential density as measured by the ASIP profiler. The solid black line denotes the mixed layer depth and the time has been corrected to local mean time.
Fig. 9. (a) Turbulent Langmuir number, (b) buoyancy and wind stress forcing, (c) Brunt–Väisälä frequency $N^2$, (d) dissipation $\varepsilon$ and dissipation normalized by the law of the wall (Eq. 5) (d). The solid black line in panels (c–e) denote the mixed layer depth $D$ and the dashed line in (d) and (e) is the Monin–Obukhov length $L$. All times have been converted to local mean time.
Fig. 10. Profiles of turbulent kinetic energy dissipation (a–c) for a particular wave spectra (d–f). Five successive profiles of $\epsilon$ taken over one hour are averaged vertically into 1 m bins with the solid black line showing the mean and the grey shaded region the 95% confidence intervals determined using a bootstrap method. The depth dependence of $\epsilon$ is compared with Eq. (5) (blue line), scaling of Terray et al. (1996) (green line), and the wave scaling of Huang and Qiao (2010) (red line) using portions of the wave spectra along with Eq. (6) (dashed lines with colours matching the corresponding spectral region marked by I, and II in (d–f)). The red line denotes the sum of the three wave scaling turbulence profiles. The values of $H_s$ and $T_0$ for each wave spectra are computed for the entire spectra. The mixed layer depth is the black horizontal line denoted by $D$. 
Fig. 11. Depth integrated dissipation rate in the OBL as a function of wind speed at 10 m. Panel (a) shows the integrated dissipation as a function of input wind energy while panel (b) shows this quantity as a function of local time. The individual profiles are averaged into 1 h by 1 m bins and the error bars represent the limits of the integrated 95% confident limits as determined with a bootstrap method.