Measurement of turbulence in the oceanic mixed layer using Synthetic Aperture Radar (SAR)
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Abstract

Turbulence in the surface layer of the ocean contributes to the transfer of heat, gas and momentum across the air-sea boundary. As such, study of turbulence in the ocean surface layer is becoming increasingly important for understanding its effects on climate change. Direct Numerical Simulation (DNS) techniques were implemented to examine the interaction of small-scale wake turbulence in the upper ocean layer with incident electromagnetic radar waves. Hydrodynamic-electromagnetic wave interaction models were invoked to demonstrate the ability of Synthetic Aperture Radar (SAR) to observe and characterise surface turbulent wake flows. A range of simulated radar images are presented for a turbulent surface current field behind a moving surface vessel, and compared with the surface flow fields to investigate the impact of turbulent currents on simulated radar backscatter. This has yielded insights into the feasibility of resolving small-scale turbulence with remote-sensing radar and highlights the potential for extracting details of the flow structure and characteristics of turbulence using SAR.

1 Introduction

The boundary between the air and the sea plays a crucial role in regulating the thermal and gaseous balance between ocean and atmosphere. Turbulence and mixing in the near-surface layer of the ocean have considerable impact on the transfer of properties such as heat and momentum across this boundary. There is currently increasing interest in the effect of the upper ocean layer on climate change studies, particularly in the role of ocean turbulence in the exchange of carbon dioxide between air and sea: it is estimated that 25–50% of anthropogenic CO\textsubscript{2} delivered into the air across the globe is absorbed by the sea (Sabine et al., 2004; Khatiwala et al., 2009) and that upper ocean turbulence may play a key role in this exchange (Soloviev et al., 2007). The rates of exchange of such properties are governed by the characteristics and dynamics of the ocean surface boundary layer (and, likewise, the marine atmospheric boundary layer).
Such conditions are dependent on the surface wave system and fluid mixing, and therefore near-surface turbulence is therefore a critical element in the exchange processes of gas, heat and momentum between the ocean and atmosphere (McKenna, 2000; McKenna and McGillis, 2004; Soloviev et al., 2007; Zappa et al., 2009; Veron et al., 2011). Identifying methods by which turbulent phenomena can be observed and levels of small-scale turbulence in the oceanic mixed layer may be identified through remote-sensing techniques could be of benefit in quantifying the impact of the ocean mixed layer on climate change, and improving understanding of this complex system.

Turbulence is present in the ocean over a broad spectrum of spatial scales, from mesoscale and geostrophic eddies formed by global currents to small-scale turbulence generated by breaking surface- or internal waves. Synthetic Aperture Radar (SAR) has shown considerable ability to remotely observe a wide range of such phenomena as shown by, for example, Chubb et al. (1999), Ivanov and Ginzburg (2002), Alpers et al. (2004) and Johannessen et al. (2005). Turbulent processes in the upper ocean layer predominantly affect SAR signatures in two ways: firstly, the primary flow structure and currents propagating to the surface produce wave-current interactions which cause straining of the surface distribution of short wind waves. Hence, features such as internal waves can be resolved due to their surface currents modifying the distribution of Bragg waves (Thompson, 1985), as well as other oceanic phenomena. Secondly, fine-scale turbulence, velocity fluctuations and viscosity near the surface layer act to redistribute surface wave energy at scales on the order of the radar wavelength, through the processes of viscous dissipation and downward convection of wave energy (Kitaigorodskii and Lumley, 1983; Kitaigorodskii et al., 1983; Reed et al., 1990; ¨Olmez and Milgram, 1992; True et al., 1993). Turbulence and mixing at, and near, the sea surface is therefore typically observed as a region of reduced radar backscatter, with the dissipation of wave energy causing a reduction of the root mean square (rms) amplitude of Bragg-scattering waves and a dampening of surface roughness. Particularly in the case of ship wakes, turbulence is also associated with energetic surface mixing that causes surfactant materials to accumulate at the sea surface and generate further
dampening of short waves. The result is reduced backscattering and increased levels of specular reflection in regions of turbulence, leading to dark patches in Normalised Radar Cross-Section (NRCS) and SAR imagery. Interaction of the surface flow with the incident wind and wave systems also produces short-wave interaction, creating a complex pattern of bright and dark regions of NRCS. The importance of near-surface fluid motions on air-sea exchange processes and the ability of such motions to modify the response of remote-sensing radar lead to encouraging potential for improving understanding of the oceanic mixed layer from remote measurements.

Moving surface vessels such as ships typically produce wakes which are highly visible in ocean SAR images, where the region behind the vessel displays a region of wake turbulence and surface currents which produce a visible backscattering response. A schematic of a typical ship wake is presented in Fig. 1, and examples of turbulent wake features in operational SAR images can be found extensively in the literature (Munk et al., 1987; Lyden et al., 1988; Milgram et al., 1993; Hennings et al., 1999; Toporkov et al., 2011). Simulation of ship-wake turbulence and the NRCS response has previously been studied by, for example, Reed et al. (1990), True et al. (1993) and Fujimura et al. (2011). There has, however, been limited investigation on the impact of turbulence on short surface waves. A further challenge is that the presence of surfactants and oil films floating on the sea surface can often disguise the effect of turbulence due to their greater dampening impact on radar-scattering waves. The development of high-resolution SARs such as TerraSAR-X has reinvigorated the interest in identifying small-scale ocean processes from remote observations, leading to recent studies of turbulent ship wakes such as Soloviev et al. (2010), Fujimura et al. (2011) and Toporkov et al. (2011). These investigations indicate that with improvement in signal-to-noise capability and spatial resolution of future SAR instrumentation, increased discrimination of low-backscatter features such as patches of near-surface turbulence may be improved. This paper discusses the results of research into the observation of wake turbulence and turbulent structure in the upper layer of the ocean by SAR and the potential for extraction of such characteristics from simulated radar imagery.
2 Simulation of wake turbulence and remote-sensing signatures

In order to examine the effect of upper ocean turbulence on radar images, a simulation procedure was constructed using a case study of a simple moving surface vessel acting as an initiator for turbulence near the fluid surface. The region aft of such a body displays a rearward wake containing regions of intense turbulence and vortical flow, and Direct Numerical Simulation (DNS) techniques were integrated with an ocean radar imaging model to numerically simulate turbulence near a fluid surface and derive theoretical remote-sensing signatures. The process of translating results from turbulent simulation by DNS to simulated surface signatures in NRCS arising from the turbulent flow is presented in Fig. 2.

The DNS process was performed using a C/C++ numerical code solving the incompressible Navier-Stokes equations for fluid velocity, \( u_i \), given in Cartesian tensor notation by

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} + F_i
\]

where \( i = (1, 2, 3) \), \( \rho \) is the fluid density, \( \nu \) is the kinematic viscosity, \( t \) represents time, \( F_i \) represent external forcing terms, \( p \) is the fluid pressure and \( u_i = (u, v, w) \) represents velocity in the coordinate system \( x_i = (x, y, z) \). Simulations were performed using the IRIDIS3 high-performance computing facility at the University of Southampton. The algorithm solves with sufficient numerical accuracy to represent all turbulence scales (Thomas and Williams, 1997; Archer, 2008). Modelling of a representative surface body was applied through body-force parameterisation using an immersed boundary method, and a non-dimensional freestream velocity, \( U \), applied in the \( x \)-direction to mimic the body moving in a fixed reference frame. The vessel was characterised by a submerged half-sphere, where \( F_i \) are the external body forces due to the virtual body surface \( \mathbf{B} = (B_x, B_y, B_z) \). The submerged half-sphere was modelled using a semi-spherical virtual body surface with no thrust component, leading to a modelled
representation of a towed surface vessel. The no-slip boundary condition was applied to the embedded surface. A schematic of the DNS domain and parameterisation of the body is shown in Fig. 3. No efforts to replicate the profile of any existing surface vessel were made, and the simulation also neglects other features of the wake presented in Fig. 1, such as the Kelvin and transverse wave systems and the occurrence of breaking waves. The wake is hence simulated as a region of drag behind the body which causes the flow to decelerate and generate a region of mixing and vorticity, and a turbulent wake analogous to that of a surface moving vessel. A representative output from the DNS process is shown in Fig. 4, showing an isosurface of the second invariant of the velocity gradient tensor (\( \Pi \)), which is a useful visual marker for turbulent structure and vorticity.

The three-dimensional domain was formed of approximately 70 million grid points: 2112 in the \( x \)-direction (direction of vessel motion), 256 in the \( y \)-direction (perpendicular to vessel motion in surface plane), and 128 in the \( z \)-direction (vertical direction); a schematic of this domain is presented in Fig. 3. A fixed boundary (under the rigid-lid approximation) was applied to the upper surface and periodic boundary conditions applied to the edges of the domain. The numerical flow was processed until the onset of fully-developed turbulence; at desired time steps, pausing the simulation to write to disk the velocity (\( u_i \)) and pressure (\( p \)) data at each grid point in the domain. The three-dimensional velocity data was then retrieved, returned to dimensional form and exported to the radar image model to simulate modulation of the surface wave spectrum due to turbulent currents, and subsequently to derive simulated NRCS imagery. The reference frame was adjusted to remain fixed with respect to the fluid, creating a turbulent wake equivalent to a simulated vessel moving over a stationary water surface.

The radar ocean imaging modelling process consists of two phases: firstly, calculating the modulation of the ambient wave system in the presence of disturbing surface currents (in this case, the turbulent flow), and secondly, approximating the radar backscattering response from the ocean surface based on the modulated wave
spectrum. The radar ocean imaging model employed in the study was the M4S Toolkit v3.2.0 (hereby referred to as “M4S”). A complete theory of the model may be found in Romeiser et al. (1997) and Romeiser and Alpers (1997); its operation is summarised here. Since it is a quantity conserved by an ocean wave system in the presence of the surface currents, wave action spectral density is commonly computed in wave-current interaction models to examine the distribution of surface backscattering waves (Phillips, 1966). The M4Sw320 algorithm of M4S approximates modulation of the wave spectrum due to the surface wake profile and specification of a characteristic wind field present at reference height 10 m above the simulated ocean surface. In all cases, a uniform wind field was applied to the domain with varying magnitude and direction applied in different tests. The wave spectral data is then exchanged with the radar simulation module M4Sr320 of M4S to approximate the radar backscattering response based on the modulated surface, specified radar instrument parameters and the desired observation geometry. Specification of the radar operating frequency $f_0$ (GHz), incidence angle $\theta_0$ (degrees), instrument polarisation (HH/HV/VH/VV), and look direction with respect to the $x$-axis (defined in degrees) are required in the M4S batch file to compute the NRCS backscatter response. The algorithm is described by the Two-Scale Model formulation of Wright (1968), upon which the Bragg NRCS contribution to radar backscatter, $\sigma_{0,Bragg}$, is proportional to the wave height spectral density $\psi(k)$ of waves travelling toward/away from the radar look direction at wavenumber $k_B$, given by

$$k_B = 2k_0 \sin \theta_0$$

$$k_0 = \frac{2\pi f_0}{c}$$

where $k_0$ denotes the radar wavenumber vector and $c$ is the speed of light. Additional contribution to the NRCS is provided by the orientation of the backscattering wave to the horizontal based on the tilting angle of the long surface waves, forming the two-scale contribution to NRCS of both long- and short-wave components. The
backscattering response of Bragg waves only is referred to here as the Bragg NRCS $\sigma_{0,\text{Bragg}}$, whereas the two-scale response is the composite spectrum NRCS, $\sigma_0$.

**Comments**

There remain some comments regarding the consistency of the modelling and simulation techniques used in this research and the characteristics of small-scale turbulence, which are raised here.

Turbulence of a fluid, particularly at small scales near the ocean surface, implies a rapid fluctuation of quantities over small spatial distances. Turbulence is thus by a highly-energetic state of mixing, and one which may be characterised by changes of high gradients of velocity at small scales. Typical radar ocean imaging algorithms use the theory of weak hydrodynamic interactions in order to process modulated wave spectra using the conservation of wave action spectral density (LeBlond and Mysak, 1978). This theory, within the framework of Geometrical Optics under the WKB approximation assumes that disturbances in surface current are small when compared to the primary ocean wavelengths, and that the current field can be assumed to stationary as waves propagate through it. Hence, these assumptions are an oversimplification in cases where there are very strong gradients in the surface current, and therefore there may be substantial modulation of some waves that nonlinearities occur that are not represented correctly in the specified wave energy balance. Time scales of current variation must not be so rapid that many wave components feel current changes and acceleration as they navigate the current field: in this turbulent case, there may be, locally, rapid fluctuation of velocity at small scales even though the mean surface current (at the longer length scales) may be assumed to be slowly-varying in time in comparison with the wave’s journey across the domain. The mean current may therefore be considered stationary or “frozen” as wave propagation is calculated, and application of hydrodynamic wave interaction techniques may be justified.

The case study of turbulent wake flow considers currents in the mixed layer due to the turbulence and vorticity generated by near-surface body forces, analogous to
presence of a moving surface vessel. The interaction of turbulence and waves may be considered weak if the energy gained by the turbulence through interaction with waves is small when compared with the energy transfer due to internal turbulence interactions. Hence, the accuracy of the simulation may be improved by including in the wave action conservation calculation the effects of exchange of energy between the turbulence and the wave system: some authors have operated models which directly represent turbulent energy dissipation (spectral modification caused by turbulent fluctuations within the wake), such as Milgram et al. (1993) and True et al. (1993). In the discussion presented in this paper, the effects of turbulent dissipation of short-wave energy have not been accounted for in the calculation of the modulated wave spectrum. Results presented by Ölmez and Milgram (1992) indicate that energy dissipation due to turbulent fluctuations may be significant for regions of intense small-scale mixing (particularly ship wakes), and thus examination of the effect of dissipation of wave energy by subsurface turbulence on SAR remote-sensing signatures should be applied in future numerical work.

Simulation of turbulent ship wakes has been studied extensively in the literature by a range of authors using radar/hydrodynamic interaction theory (Lyden et al., 1985; True et al., 1993; Reed and Milgram, 2002). There is limited discussion of the impact of the turbulent wake flow on the applicability of the governing equations operated by radar ocean imaging models, however many researchers have successfully applied such methods to wake turbulence, including turbulence at small scales in the far wake of a ship (Fujimura et al., 2011). Since the large-scale turbulent motions may be considered as “slowly-varying” when compared to the surface wave field, and the small-scale turbulent motions (when averaged) do not affect the larger picture, it may be assumed that the wave action computation provides a reasonable approximation of the wave-current interaction process. Therefore, the defined strategy was applied in this case study of the interaction of surface-layer turbulence with wave spectra for remote-sensing application.
3 Results and discussion

The full simulation strategy integrating DNS and hydrodynamic/electromagnetic wave modelling to simulate backscatter responses of surface wake turbulence was performed to examine radar signatures under a range of conditions. A selection of the obtained results are presented here. A key focus of the study was to examine the feasibility for extracting information on the structure of near-surface fluid turbulence using remote-sensing instrumentation. Therefore, experiments primarily focussed on the visibility of such structure from simulated Bragg NRCS and composite spectrum NRCS backscatter imagery.

3.1 Observation of turbulent surface structure

A representative plot of a region of the wake commencing approximately 130 m aft of the vessel, rendered in 5.3 GHz (C-band) composite spectrum NRCS at 23° incidence and HH-polarisation, is presented in Fig. 5a. The surface $u$- and $v$-velocity profiles for this region of the wake are shown in Fig. 5b, c, respectively. The wake profile is formed of a domain 1000 grid points long in the $x$-direction, and 250 points in the $y$-direction. Peak currents in the turbulent region are observed to be in the region of $0–0.1 \text{ ms}^{-1}$ in magnitude, as shown by Fig. 5d. Qualitative comparisons may be drawn between the surface velocity profiles and the modulated NRCS response; in particular, the influence of velocity gradients and fluctuations on the observed NRCS distribution, and how details of the flow structure present in the surface velocity profiles can be resolved by the simulated radar. The NRCS modulation responds to current patterns within the wake arising from fluctuations of the turbulent flow (due to wave-current interaction), hence permitting the surface flow structure of the wake to be observed and identified. Such structure is illustrated by the distribution of flow currents and hence the network of eddies which define the turbulent flow. The content and character of the modulated NRCS profiles shown here are supported by data recently presented by...
Fujimura et al. (2011), showing similar instances of the velocity structure of turbulence propagating through the simulated radar imaging process into modulated NRCS.

A portion of the wake approximately 205–245 m aft of the surface vessel for a simulated 5.3 GHz (C-band) radar is depicted in Fig. 6, where 6a displays the Bragg NRCS response, 6b the composite spectrum NRCS response, and 6c, d, e represent the surface $u$-velocity, $v$-velocity and vorticity, respectively. Details of the flow structure present in the velocity data can be resolved in the NRCS responses, particularly the relationship between the composite spectrum NRCS and the spanwise $v$-velocity highlighting interaction with wind in the $y$-direction: this can be observed on the upper and lower edges of the wake where there is interaction between the wake velocity, the ambient wind and the quiescent fluid outside the wake. It is also encouraging that characteristics of the internal flow structure, i.e. the velocity fluctuations along the centre line of the wake axis, produce modulation of the surface wave spectrum and are resolved in the NRCS response. Kelvin-Helmholtz billows arising from shear instability within the wake flow can also be observed in the DNS velocity and vorticity data, visible as unstable fluctuations in the surface flow characteristics at the edges of the wake region in Figs. 6c–e. These effects propagate through the integrated hydrodynamic-electromagnetic modelling process, and can be observed in the in simulated Bragg and composite spectrum NRCS images, such as in Figs. 6a–b.

The results obtained here indicate that, where present, characteristics of the small-scale turbulent flow structure in a surface wake propagates through the process of calculating wave-current interaction, and are thus rendered visible in NRCS. This demonstrates that the wake flow has measurable influence the NRCS response, and this may be developed further to understand more about the relationship between near-surface turbulence and radar backscatter.

### 3.2 Instrument frequency

Since Bragg NRCS is proportional to the wave height spectral density of waves at Bragg wavenumber $k_B$ according to Eq. (2) and the effect of wave-current interaction...
on wave height spectral density is not constant across the spectrum, the backscattering response may display significant variation of NRCS with $k_B$. Changes in $k_B$ are applied here by altering the operating frequency according to Eqs. (2)–(3), while keeping fixed the incidence angle of the instrument. Perturbing the operating frequency of the simulated instrument used to generate the NRCS response therefore has the ability to alter the distribution of the Bragg-scale waves primarily responsible for radar backscatter and hence the composition of turbulent flow structure that is translated to NRCS. Figures 7, 8 depict a portion of the wake approximately 165–205 m aft of the surface vessel rendered in Bragg NRCS at X-, C-, S- and L-band plotted on the same colour axis. These simulations assume constant parameters for HH-polarisation, 23° angle of incidence and a look direction in the positive y-direction. A line is drawn at a position approximately 170 m to depict the location of transects taken of the Bragg NRCS across the wake: varying the operating frequency reveals differing effects of the flow structure at different regions of the surface wave spectrum, highlighting different areas of primary modulation. Presented in Fig. 9 is a composite plot of transects of Bragg NRCS at the frequencies applied in Figs. 7, 8. These results prove that modulation of the surface wave spectrum is dependent on the operating radar wavenumber and that the visibility of small-scale features on the surface may vary considerably with operating frequency. There is also variation in the resolved modulation depth (variation between maximum and minimum NRCS values), and mean NRCS (average across the image) value, both of which may influence the desired operating frequency to maximise the ability to resolve small-scale turbulent features. While the S-band plot of Fig. 8a displays the largest average NRCS across the image (which may be important in presence of signal-to-noise losses), the C-band simulation displayed in Fig. 7b displays the largest range of NRCS across the applied transect, allowing the potential to extract more variation in structure. This could promote the use of multi-frequency instruments to observe the ocean to obtain a more rounded view of the surface, and improve understanding small-scale surface flow features.
3.3 Viewing orientation

Since the backscattering response primarily captures Bragg-scale waves travelling toward/away from the instrument look direction, there is an associated directionality of the modulated wave spectrum which can be observed by rotating the instrument orientation with respect to both the centre axis of the wake and the direction of the applied wind field. This has the potential to reveal further information about the character of the turbulent flow from NRCS images viewed from varying perspectives; observed in Fig. 10, where the impact of varying the instrument look direction from 10a 0° (aligned with the x-direction) to 10d 90° (aligned with the x-direction) on the resolved structure of the wake is displayed. The wind is aligned in the y-direction, therefore the distribution of short waves is predominantly aligned in the spanwise direction; hence the primary wave-current interaction occurs along this axis where Bragg-scattering waves interact with the spanwise flow.

For a simulated image with look direction perpendicular to the applied wind, as in Fig. 10a, the structure and flow features as less easily resolved through their contrast with the background NRCS: such details are more visible when the radar look is aligned in a direction with sufficient presence of short waves, e.g. Figure 10d. In the real ocean, the directionality of short wind waves is likely to be much broader than in this simple case of a uniform wind direction due to spatial variation of both wind speed and direction. Therefore, these results present a “worst-case” state of conditions pertaining to the variation of wake visibility with the instrument look aspect, however it is clear that maximum resolution of the turbulent currents is attainable in cases where strongest interaction with the background wave spectrum occurs.

3.4 Effect of wind speed

The simulation results obtained thus far represent an idealised case of a turbulent wake produced by a simulated surface vessel moving across a smooth surface of fluid, upon which a spectrum of waves (based on specification of a spatially-invariant wind
field) has been propagated to consider the effects of wave-current interaction on radar backscatter. The dynamics of such a flow in the real ocean will be superposed onto, and interact with, multiple other fluid motions including large-scale currents, orbital wave motions and wave-breaking processes. Furthermore, the ability for SAR to resolve surface features is strongly dependent on the ambient spectrum of backscattering waves (both capillary waves in the Bragg scattering regime and gravity waves causing surface tilting) driven by the characteristics of wind forcing. In the simulations pursued here, the characteristics of the wave spectrum propagated over the simulated wake velocity profile are applied by definition of a simple wind field which is uniform across the domain. In reality, there is likely to be significant spatial variation in wind speed and direction, leading to spatial variation of the waves responsible for backscatter and a departure from the idealised wave-current interaction statistics computed here.

The dependence of wind speed on NRCS is illustrated by the series of plots depicted in Fig. 11, for a region of the turbulent wake beginning approximately 205 m aft of the location of the simulated surface body and for a uniform wind field aligned in the y-direction. Below wind speeds of 2 m s\(^{-1}\), the mean NRCS over the image is typically very low since the weak forcing from the wind typically generates only a meagre distribution of Bragg-scattering waves over the surface. Under such conditions, the low radar response is unlikely to permit the signature to be resolved in a true SAR image. Increasing the simulated wind speed through to medium-level winds (2 to 10 m s\(^{-1}\)) displays a rise in mean image NRCS to levels greater than \(-12\,\text{dB}\), and also an increase in mean image contrast (taken as the average contrast across all range lines). At 2 m s\(^{-1}\), there is a mean contrast of approximately 3 dB, while levels this falls below 1 dB in wind speeds stronger than 8 m s\(^{-1}\), which may lead to insufficient contrast to resolve the signature against the background. A comparison of relative contrast with background NRCS levels (taken in the quiescent fluid outside the wake) at different wind speeds is presented in Fig. 12b for a region of the wake approximately 85–125 m aft of the body. A representative Bragg NRCS image for wind speed of 4 m s\(^{-1}\) is presented in Fig. 12a, along with the location of the cross-wake cuts of NRCS. The transects of
Bragg NRCS in Fig. 12b demonstrate significant variation in the resolved signature with wind speed, particularly under strong winds. These results are consistent with results from a similar sensitivity study published by True et al. (1993), where increasing wind speed leads to a reduction in NRCS perturbation from background levels; although the levels of NRCS perturbation obtained by True et al. (1993) differ in magnitude from those presented due to differences in the numerical model and the radar frequency used in the simulation. Overall, there is indication that the visible radar signature portrayed by the wake turbulence can deteriorate significantly in rough ocean conditions, but that under more modest wind and sea states, the turbulent wake structure may be more easily resolved.

4 Conclusions

The results presented here indicate that flow structure embedded in turbulent surface wakes can be translated to and resolved by changes in radar backscatter; in particular, the ability for the currents (and current gradients) associated with small-scale wake turbulence to propagate through the integrated electromagnetic-hydrodynamic wave interaction process into simulated NRCS images. The simulated radar images of small-scale upper-ocean turbulence presented in this paper are consistent with existing SAR observations of turbulent surface wakes that display a reduction of NRCS inside the turbulent wake region due to turbulent surface currents.

Numerical experiments of a simulated radar instrument were performed for a range of ambient conditions and for a number of instrument configurations. These have shown that, where there is observable and interesting flow structure present in the wake, this structure can be translated through the modelling process into modulated NRCS imagery. There is encouraging potential for successful observation of such turbulent phenomena with future developments in SAR instrumentation. The surface profiles of velocity from the DNS process, and the modulated NRCS observed when processing these profiles through integrated hydrodynamic-electromagnetic wave interaction
models, were found to be consistent with similar data recently presented by Fujimura et al. (2011) and with SAR ship wakes published in the literature. Currently there are limited SAR observations of small-scale turbulence primarily due to the limitations of spatial resolution from typical spaceborne instruments: the grid resolution of the modulated NRCS profiles shown here are around 15 cm, while typical SARs such as TerraSAR-X and Envisat ASAR can achieve typical resolutions of 3 m x 3 m and 12.5 m x 12.5 m. When averaged to similar resolutions, the turbulence NRCS signatures may deteriorate significantly and reduce the capability to observe small-scale structure. Motion of the surface and platform during generation of a real SAR image may also introduce further issues which degrade the ability. However, despite the current results being preliminary, there is sufficient indication of the feasibility of measuring turbulence with SAR in the context of future developments of spatial resolution, sensitivity and noise reduction. The techniques developed here provide a tool for optimizing measurement techniques and parameters, indicating the necessary requirements to observe small-scale turbulence in the upper ocean. They also provide a better understanding of the relationship between turbulence and radar cross-section that could enable turbulence and sources to be characterised.

These efforts have shown the ability of ocean radar image modelling to convert turbulent wake results from a primitive DNS model into encouraging results that resolve components of the flow structure in simulated Bragg NRCS and SAR imagery. This shows promise for using SAR to investigate and observe near-surface turbulence, and may aid in revealing methods by which improvements in observation of the flow structure of turbulent wake flows can be accomplished. However, further work is required to develop these relationships, and to understand the impact of surface-layer turbulence on radar backscattering through imaging models under a range of ambient and observation conditions, turbulent processes and operational constraints.

A crucial element for the future development of these results is to investigate the important relationship between turbulence in the upper ocean layer and air-sea exchange processes, and to examine the feasibility of quantifying the impacts of such
exchanges through remote-sensing measurements. Further study may identify the potential to extract characteristics of turbulence dissipation or vorticity from simulated remote measurements and apply relations between such values and empirical gas exchange relationships, such as that between gas transfer rate and dissipation of Turbulence Kinetic Energy (TKE) discussed by Zappa et al. (2007). Alternatively, there may be possibilities for estimating energy and momentum fluxes from the structure of flow in the upper ocean which may be observed using SAR: turbulent flows at the surface could help quantify the effect of surface renewal processes which are important in estimating air-sea exchanges, as discussed by, e.g. Komori and Ueda (1982) and Banerjee and MacIntyre (2004). Comparisons may be drawn between the simulation process constructed in this study, and similar numerical simulations of turbulence at the ocean-atmosphere interface using DNS and LES (Large Eddy Simulation) and relationships with gas exchange, for example Banerjee and MacIntyre (2004) and Shen and Yue (2006). Improving observation of subsurface processes in the oceanic mixed layer on a global scale will increase our understanding of the uptake of heat and CO$_2$ by the ocean, and improve parameterisation of the fluxes associated with air-sea exchange.
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**Fig. 1.** Schematic of a typical turbulent ship wake as viewed by SAR.
Fig. 2. The simulation strategy applied in this case study to simulate remote-sensing SAR signature of near-surface ocean turbulence embedded in the wake of a surface moving body.
Fig. 3. Parameterisation of half-sphere body force in the turbulent DNS, from (a) top-down view, and (b) side views. D is a length scale parameter associated with the scale of the body force (diameter 0.3-D) used to non-dimensionalise the domain.
Fig. 4. Example plot of DNS-originated turbulent wake, showing an isosurface of the second invariant of the velocity gradient tensor (II), from (a) top-down view and (b) side views.
Fig. 5. Comparison of turbulent structure observed in (a) composite spectrum NRCS image at 5.3 GHz (C-band), HH-polarisation and 23° incidence angle, and input profiles of (b) $u$-velocity (streamwise), (c) $v$-velocity (spanwise) and (d) magnitude of velocity at a region of the wake commencing 130 m aft of the vessel. The units of NRCS are presented in decibels (dB), where values are equal to $10 \log_{10}(\sigma_0)$. 
Fig. 6. Comparison of visual structure in the simulated NRCS profile and surface fluid characteristics for a region of the wake approximately 205 m aft of the surface vessel for instrument operating at 5.3 GHz (C-band), HH-polarisation and 23° incidence angle: (a) Bragg NRCS; (b) composite spectrum NRCS; (c) surface $u$-velocity; (d) surface $v$-velocity; (e) total surface vorticity.
Fig. 7. Variation of Bragg NRCS visual structure and simulated operating frequency for a region of the wake approximately 165 m aft of the surface vessel for instrument operating at HH-polarisation and 23° incidence angle: (a) 9.6 GHz (X-band); (b) 5.3 GHz (C-band). Contrast is defined as the maximum range of NRCS along the transect shown at 170 m.
Fig. 8. Variation of NRCS visual structure and simulated operating frequency for a region of the wake approximately 165 m aft of the surface vessel for instrument operating at HH-polarisation and 23° incidence angle: (a) 3.2 GHz (S-band); (b) 1.2 GHz (L-band). Contrast is defined as the maximum range of NRCS along the transect shown at 170 m.
Fig. 9. Variation of NRCS visual structure and simulated operating frequency along a transect of Bragg NRCS taken approximately 165 m aft of the surface vessel for X-, C-, S- and L-band instruments operating at HH-polarisation and 23° incidence angle.
Fig. 10. Variation in look direction of a 5.3 GHz (C-band) radar operating at HH-polarisation and 23° incidence angle from (a) 0° with respect to the x-axis, (b) 30°, (c) 60°, (d) 90°.
Fig. 11. Effect of wind speed on Bragg NRCS for a simulated 5.3 GHz (C-band) radar with HH-polarisation and 23° incidence angle for (a) 2 m s\(^{-1}\), (b) 6 m s\(^{-1}\), (c) 10 m s\(^{-1}\) uniform wind fields aligned with the y-axis.
Fig. 12. Variation of relative Bragg NRCS perturbation (contrast of signature with background) with wind speeds 2–12 ms$^{-1}$ applied in the $y$-direction for a simulated 5.3 GHz (C-band) radar with HH-polarisation and 23° incidence angle.