Equilibrator-based measurements of dissolved nitrous oxide in the surface ocean using an integrated cavity output laser absorption spectrometer
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Abstract

A laser-based analyser for nitrous oxide, carbon monoxide and water vapour was coupled to an equilibrator for continuous high-resolution dissolved gas measurements in the surface ocean. Results for nitrous oxide measurements from laboratory tests and field deployments are presented here. Short-term precision for 10 s-average N\textsubscript{2}O mole fractions at an acquisition rate of 1 Hz was better than 0.2 nmol mol\textsuperscript{-1} for standard gases and equilibrator measurements. The same precision was achieved for replicate standard gas analyses within 1 h of each other. The accuracy of the equilibrator measurements was verified by comparison with purge-and-trap GC-MS measurements of N\textsubscript{2}O concentrations in discrete samples from the Southern Ocean and showed agreement to within the 2 % measurement uncertainty of the GC-MS method. Measured atmospheric N\textsubscript{2}O mole fractions agreed with AGAGE values to within 0.4 %. The equilibrator response time to concentration changes in water was 142 to 203 s, depending on the headspace flow rate. The system was tested at sea during a north-to-south transect of the Atlantic Ocean. While the subtropical gyres were slightly undersaturated, the equatorial region was a source of nitrous oxide to the atmosphere. The ability to measure at high temporal and spatial resolution revealed sub-mesoscale variability in dissolved N\textsubscript{2}O concentrations. The magnitude of the observed saturation is in agreement with published data. Mean sea-to-air fluxes in the tropical and subtropical Atlantic ranged between −1.6 and 0.11 µmol m\textsuperscript{-2} d\textsuperscript{-1} and confirm that the subtropical Atlantic is not an important source region for N\textsubscript{2}O to the atmosphere, compared to average global fluxes of 0.6 to 2.4 µmol m\textsuperscript{-2} d\textsuperscript{-1}. The system can be easily modified for autonomous operation on voluntary observing ships (VOS). Further work should include an inter-laboratory comparison exercise with other methods of dissolved N\textsubscript{2}O analyses.
1 Introduction

Nitrous oxide ($N_2O$) is an important trace gas in the atmosphere, influencing earth’s climate as well as stratospheric chemistry. It is currently the third most important greenhouse gas in terms of 100 a global warming potential after $CO_2$ and $CH_4$ (Ravishankara et al., 2009). Furthermore, it is the main precursor of stratospheric $NO_x$, which catalytically destroys ozone (Crutzen, 1970). As CFCs are phased out under the Montreal Protocol, $N_2O$ is the most important, currently emitted substance involved in stratospheric ozone depletion (Ravishankara et al., 2009). Atmospheric concentrations are rising at a rate of $0.26\% a^{-1}$ with the ocean contributing about 30% to total emissions (Forster et al., 2007). Bacterial nitrification and denitrification are assumed to be the main production pathways for $N_2O$ in the ocean, while denitrification can also act as a sink under suboxic conditions (Elkins et al., 1978; Cohen and Gordon, 1978; Knowles, 1982). Even though nitrification is an aerobic process, $N_2O$ production is enhanced as oxygen concentrations decrease (Goreau et al., 1980; Yoshida et al., 1989; Yoshinari, 1976). Nitrifier-denitrification is an alternative pathway for $N_2O$ production by ammonia oxidising bacteria, which appears to be important for the near-surface $N_2O$ source (Poth and Focht, 1985; Popp et al., 2002; Sutka et al., 2004, 2006). Recently, the importance of $N_2O$ production by archaeal ammonia oxidation was discovered, potentially accounting for a significant part of the oceanic $N_2O$ source (Lösch et al., 2012; Wuchter et al., 2006). The estimated source of rivers and coastal regions range currently from 0.5 to 2.7 Tga$^{-1}$ (in N equivalents) and from 1.8 to 5.8 Tga$^{-1}$ for the open ocean (Denman et al., 2007). In the light of the uncertainties in the marine $N_2O$ source and potential future emission increases due to ocean deoxygenation (Codispoti, 2010), accurate observations in space and time are important to give a better estimate of regional sources and global budgets.

The most common technique for $N_2O$ concentration measurements is injection of a gas sample onto a gas chromatographic column coupled to an electron capture detector (GC-ECD) (Weiss et al., 1992; Butler et al., 1989). Here we present an alternative...
method using a laser-based optical absorption analyser (Baer et al., 2002) that in combination with an equilibrator enables continuous N₂O analyses at ambient levels in seawater. The system is low-maintenance, can be easily calibrated and allows for higher measurement frequency than GC-ECD methods. It has the potential to facilitate observations over long time series, revealing variability and trends, as is already happening for CO₂ measurement systems, e.g. on ships of opportunity. Laboratory tests and results from field deployments of the analyser in combination with an equilibrator are presented.

2 Materials and methods

2.1 Laboratory tests

The N₂O/CO analyser (Los Gatos Research, LGR, model N₂O/CO-23d), used in this study, measures mole fractions of N₂O, carbon monoxide (CO) and water vapour (H₂O) using off-axis integrated cavity output spectroscopy (ICOS). Test results and environmental data for N₂O are reported in this study. The analyser was connected to a 1.7 L percolating packed glass bed equilibrator as described by Cooper et al. (1998). The analyser’s internal membrane pump was used to circulate the gas phase through the equilibrator. Water was pumped through the equilibrator at a flow rate of 1.8 L min⁻¹. Two 4-port 2-position valves (Vici) allowed for fast switching between the equilibrator headspace and a 6-port multi-position valve (Vici), connecting to other gas lines e.g. atmospheric air and references (Fig. 1). A similar setup has been described by Gülzow et al. (2011) for dissolved CO₂ and CH₄ measurements using an ICOS analyser and by Becker et al. (2012) for measurements of ℓ¹³C(CO₂) and fCO₂ using continuous wave cavity ringdown spectroscopy.

A water trap was installed downstream of the equilibrator to reduce the amount of water vapour in the headspace gas. The trap consisted of a thermoelectric cool box (T08 DC, Mobicool), held at 5°C, and a miniature filter with manual drain (Norgren).
to collect the condensing water. A custom-built safety valve (“water guard”) was installed upstream of the analyser as an additional protection against water entering the measurement cell. The water guard consists of a stainless steel tee (Swagelok) with electrodes and a solenoid valve downstream of the sensor. Water in the gas line closes the electric circuit in the water guard, triggering the closure of the valve and cutting off the gas supply to the analyser. This is really just a safety precaution as the “water-guard” was neither triggered during the laboratory tests, nor at sea. The instrument’s water vapour measurements are used by the software to calculate N$_2$O dry mole fractions (Eq. 1). $x$(N$_2$O) is the N$_2$O dry mole fraction, $x_{\text{meas}}$(N$_2$O) and $x_{\text{meas}}$(H$_2$O) are the measured N$_2$O and H$_2$O mole fractions:

$$x(N_2O) = \frac{x_{\text{meas}}(N_2O)}{1 - x_{\text{meas}}(H_2O)}$$ (1)

Furthermore, line broadening due to changing water vapour concentrations is accounted for by the instrument’s software. In order to validate this water vapour correction, measurements of dry air were compared to calculated values for the dry mole fraction of humidified air. A cylinder with dry air was connected to the analyser via the multi-position valve. The gas line from the cylinder was split with one line going directly to the valve and the other one passing first through the water-filled cold trap to humidify the air. H$_2$O mole fractions were between 1 and 1.4 % for the humidified gas and below the analyser’s detection limit (around 0.2 % for H$_2$O) for dry gas. The calculated dry mole fraction of the humidified gas was compared to that of the dry gas.

In addition, to test for analyser variability and drift, dry cylinder gas was measured for 24 h. To test for leaks within the analyser, laboratory air (325 nmol mol$^{-1}$ dry mole fraction, uncalibrated) and zero grade air (O$_2$ and N$_2$, 84 nmol mol$^{-1}$ N$_2$O dry mole fraction uncalibrated, BOC) were mixed in a sample loop to obtain lower mole fractions than in ambient air. The mixtures with 215.1 nmol mol$^{-1}$ N$_2$O were re-circulated through the analyser for 12 and 21 min. Any leaks are expected to be noticed as an increase in N$_2$O mole fractions caused by ambient air. The valve board was leak-checked separately by pressurising the gas lines of the equilibrator loop with compressed air to just
below 120 kPa. The equilibrator itself was bypassed as it would vent to the atmosphere through the pressure vent and the flow-through water line. As the LGR analyser keeps the pressure in the measurement cell constant at 100 kPa, a Licor CO$_2$ instrument with built-in pressure gauge was used instead for monitoring pressure changes over time.

The response time of the coupled system of ICOS analyser and equilibrator was characterised in further laboratory tests. The equilibrator time constant $\tau$, i.e. the time during which a concentration difference between the gas- and the water phase declines to $1/e$ (36.8 %) with regard to the start value, was determined as described in Gülzow et al. (2011). $\tau$ was only evaluated for N$_2$O as CO background concentrations were too variable in the laboratory where tests took place. Two 100 L reservoirs, open to the atmosphere, were filled with fresh water from the mains, which is supersaturated in N$_2$O. Mole fractions between 694 and 1065 nmolmol$^{-1}$ were measured in the equilibrator headspace during five experiments with supersaturated water. One of the reservoirs was then equilibrated with ambient air by re-circulation; the other was kept at elevated N$_2$O concentrations. For the experiments, the water was pumped through the equilibrator from the bottom of the reservoirs at a flow rate of 1.8 Lmin$^{-1}$, starting with the equilibrated reservoir, and then changing to water with high N$_2$O concentrations. After the measured dry mole fraction reached a plateau ($x_{\text{max}}$), water in equilibrium with ambient air was pumped through the equilibrator. $\tau$ was then calculated as described in Gülzow et al. (2011), recording the decay of N$_2$O dry mole fractions ($x_t$) back to ambient values ($x_{\text{min}}$). The observed $x_t$ values (Fig. 2) were fitted to an exponential equation:

$$x_t = x_{\text{min}} + (x_{\text{max}} - x_{\text{min}}) e^{-\frac{t}{\tau}} \quad (2)$$

By rearranging Eq. (2), $\tau$ can be inferred from the slope of $-\ln[(x_t - x_{\text{min}})/(x_{\text{max}} - x_{\text{min}})]$ over time.

Initially, it was attempted to use the analyser in combination with a semi-permeable membrane (Membrana, MiniModule). For this purpose, the gas flow through the cavity was reduced to 100 mLmin$^{-1}$ (293 K, 100 kPa) by inserting a needle valve between
the internal diaphragm pump and a check valve downstream the measurement cell. The yield of dissolved gases extracted over the membrane was too low to sustain the analyser’s operating pressure in the measurement cell. Therefore, an equilibrator was used instead of the semi-permeable membrane. As the reduced gas flow did not lead to problems with the equilibrator setup, the valve was retained during the first field test (see Sect. 2.2). Without the throttle valve, the flow rate increased to approximately 400 mL min\(^{-1}\) (293 K, 100 kPa). The time constant \(\tau\) was determined for both headspace flow rates.

### 2.2 Field deployment

The N\(_2\)O analyser was tested at sea during cruise AMT20 of the Atlantic Meridional Transect project from Southampton, UK to Punta Arenas, Chile (12 October to 25 November 2010) on board RRS James Cook. Figure 3 shows the setup for underway measurements during the cruise, Fig. 4 the cruise track.

The equilibrator was connected to the ship’s pumped underway seawater supply, drawing water from a depth of approximately 5 m. Filters (Vacu-guard, part number 6722-5000, Wheaton) were inserted at the gas in- and outlets of the equilibrator to protect pump and measurement cell of the analyser from seawater. Temperatures in the equilibrator were measured with two calibrated Pt-100 temperature probes (Omega Engineering Limited) at a precision of better than 0.1 °C. The water flow through the equilibrator was set to approximately 1.8 L min\(^{-1}\) at the tap regulator but was not stable over time and had to be re-adjusted regularly. Changes in the flow could be due to vibration of the ship changing the setting of the regulator on the tap, as well as the varying demand of seawater in other labs on board. For subsequent field deployments, a flow restrictor will be used to stabilise the pumped seawater supply to the equilibrator. Two three-way valves (part number SS-41GXS2, Swagelok) allowed changing between sample gas stream from the equilibrator and marine air, drawn from the ship’s bow (Fig. 3). Dried air with 323.7 nmol mol\(^{-1}\) was used as a working reference, calibrated against IMECC/NOAA primary standards. Every 8 h, the analyser was calibrated by
switching from equilibrator headspace to the reference gas and then marine air for 20 min each. This was followed by another reference measurement after 40 min to assess short-time drift. Only the last 5 min of each measurement were analysed to allow for complete flushing of the measurement cell. Correspondingly, the first 15 min after switching back to the equilibrator headspace or to air measurements were not used for evaluation.

\[
N_2O \text{ concentrations (} c \text{)} = x F(T_{eq}, S)p_{eq}
\]

where \( T_{eq} \) and \( p_{eq} \) are equilibrator temperature and pressure (assumed to be equal to ambient atmospheric pressure, \( p_{air} \) at sea level and assuming 100% relative humidity) and \( S \) is salinity. Seawater saturations (\( s \)) were based on equilibrium values for measured atmospheric mole fractions \( x_{air} \) and mole fractions in seawater, corrected for temperature differences between equilibrator and seawater intake (\( T_{in} \)):

\[
s = \frac{x F(T_{eq}, S)}{x_{air} F(T_{in}, S)}
\]

The air-sea flux (\( \Phi \)) was calculated from the gas transfer coefficient (\( k_w \)) and the difference between \( N_2O \) concentrations in seawater \( c \) and air equilibrium concentrations (\( c_{air} \)):

\[
\Phi = k_w (c - c_{air}) = k_w [c - x_{air} F(T_{in}, S)p_{air}]
\]

\( k_w \) was calculated using the parameterisation of Nightingale (2000) and converted to units of m d\(^{-1}\), where \( u \) is wind speed at 10 (Eq. 6). This relationship shows an intermediate dependence on wind speed compared to the other frequently used parameterisations of Liss and Merlivat (1986) and Wanninkhof (1992). \( k_w \) was adjusted for \( N_2O \) with the Schmidt number \( Sc \) calculated following Wanninkhof.
(1992). The wind speed was taken from the 6-hourly operational analysis dataset of the European Centre for Medium-Range Weather Forecasts and interpolated to the time and position of the respective measurement (ECMWF, available from http://badc.nerc.ac.uk/view/badc.nerc.ac.uk__ATOM__dataent_ECMWF-OP).

\[
\frac{k_w}{\text{m d}^{-1}} = 0.24 \left[ 0.222 \left( \frac{u}{\text{m s}^{-1}} \right)^2 + 0.333 \left( \frac{u}{\text{m s}^{-1}} \right)^2 \right] \left( \frac{\text{Sc}}{600} \right)^{-0.5}
\]

(6)

Instantaneous values for \( k_w \) and \( \Phi \) were compared to those using 30 day-wind speed-weighted averages (Reuer et al., 2007). Differences between both estimates of sea-air exchange were small. In the following, we discuss only instantaneous fluxes for consistency with previous studies of \( \text{N}_2\text{O} \) air-sea exchange (Fig. 5).

In addition to the data from AMT20, we also present reference gas and atmospheric measurements, as well as a comparison with discrete samples from a subsequent cruise to the Weddell Sea on board RRS James Clark Ross from 20 January to 2 February 2012 (JR255A) in Sect. 3.2. The majority of the sea surface measurements on this cruise will be discussed elsewhere, but we have included results from a comparison of equilibrator-ICOS measurements with GC-MS data.

### 2.3 GC-MS measurements

During AMT20, no discrete field measurements are available for comparison with the analyser measurements. During a subsequent deployment of the equilibrator-ICOS system in the Weddell Sea, three CTD samples were collected and analysed for \( \text{N}_2\text{O} \) concentrations using purge-and-trap Gas Chromatography-Isotope Ratio Mass Spectrometry (GC-IRMS) measurements of surface CTD samples is compared to the analyser data.

CTD seawater samples for isotope analysis were collected in 500 mL (nominal value) serum bottles (Wheaton). Triplicate samples were taken immediately after recovery of the CTD and were allowed to overflow at least three times the bottle volume. Sample bottles were closed with butyl stoppers and aluminium crimp seals and poisoned
with 1 mL saturated mercuric chloride solution. 1 mL of the sample was replaced with CP grade helium (BOC) to reduce the risk of leaks due to temperature driven volume changes of the water during transport and storage. The setup of the GC-MS setup follows McIlvin and Casciotti (2010). Samples are loaded manually; dissolved gases are quantitatively extracted with a helium purge stream and trapped with liquid nitrogen. Water vapour in the gas stream is removed with a Nafion dryer (Perma Pure), CO₂ is trapped on Carbosorb (Merck). The sample is then injected into a continuous-flow GC-MS system. Late eluting substances are removed with a pre-column as described in Röckmann et al. (2003) before N₂O is separated from residual CO₂ on the PoraPlot Q analytical column. The sample enters the mass spectrometer (Thermo Scientific, MAT 253) via an open split and is analysed for mass-to-charge ratios 44, 45 and 46, as well as peak area. The N₂O concentration in the sample can be calculated from the peak area with a precision of 2 % and the sample volume, which is determined by sample weight, water temperature and salinity, with a precision of 0.02 %. The overall precision of 2 % is comparable to the 1.8 % concentration uncertainty achieved for GC-ECD measurements by Walter et al. (2006) and 2.6 % for GC-MS measurements by McIlvin and Casciotti (2010).

3 Results and discussion

3.1 Laboratory tests

To improve the precision of individual data points retained for further analysis, 10 s averages were calculated from measurements at 1 Hz. Since the headspace gas was in contact with the water phase in the equilibrator, water vapour concentrations were high. The cold trap only removed water to a dew point of 5 °C. Correction from measured values to dry mole fractions is therefore required for the evaluation of dissolved N₂O concentrations in seawater.
Compressed air directly from the cylinder had a measured N$_2$O mole fraction of (332.7 ± 0.2) nmol mol$^{-1}$, while H$_2$O mole fractions were below the detection limit of 0.2%. The measured N$_2$O mole fraction in humidified air with 10.6 nmol mol$^{-1}$ H$_2$O was (329.7 ± 0.2) nmol mol$^{-1}$. Since the H$_2$O mole fraction in compressed air was below the detection limit of 0.2%, we assume it to be in the range from 0 to 0.2%. The corresponding dry mole fraction of compressed air is therefore (332.7 +0.8 −0.2) nmol mol$^{-1}$, where the error estimate in the positive direction corresponds to a H$_2$O mole fraction of 0.2%, that in the negative direction corresponds to the statistical uncertainty and a H$_2$O mole fraction of 0%. The calculated dry mole fraction of humidified air was (333.1 ± 0.2) nmol mol$^{-1}$. This value is within measurement uncertainties of the corrected mole fraction of compressed air directly from the cylinder. The H$_2$O vapour dilution correction is considered to be sufficient; no further corrections for line broadening were applied.

The stability of the analyser at low N$_2$O mole fractions was assessed by measuring a gas cylinder over 24 h. The standard deviation was 0.2 nmol mol$^{-1}$ for a mean N$_2$O mole fraction on 48.7 nmol mol$^{-1}$. Minimum- and maximum values measured during this period were 48.2 and 49.4 nmol mol$^{-1}$ respectively.

The highest observed increase of N$_2$O mole fractions during the two leak tests for the LGR analyser was 0.024 nmol mol$^{-1}$ min$^{-1}$. The gas volume of the 400 mL measurements cell at a pressure of 100 kPa corresponds to 40 mL while the tubing of the circular gas path for this test is assumed to be at atmospheric pressure, resulting in a volume of approximately 40 mL. The total gas volume during the test is therefore 80 mL. The leak rate was calculated as the increase in N$_2$O concentrations, divided by the difference between background N$_2$O and circulating gas mixture and multiplied by the total gas volume. The resulting leak rate for the N$_2$O analyser used for re-circulating air, e.g. through an equilibrator, is 0.017 mL min$^{-1}$ or 0.29 × 10$^{-3}$ mL s$^{-1}$. This leak rate is likely to be due to the pump head (on the order of 10$^{-3}$ mL s$^{-1}$, KNF Neuberger (UK) Ltd, personal communication, 2013). Pressure in the valve board was stable over 10 min at 119 731 ± 0.006 Pa as recorded by the Licor’s pressure gauge, indicating the absence of leaks.
The response time of the coupled analyser-equilibrator system to concentration changes in the water phase is described by the equilibration time constant $\tau$. For a gas flow of 400 mL min$^{-1}$ through the measurement cell, $\tau$ equalled $(142 \pm 1)$ s for N$_2$O ($n = 5$). The 95% relaxation time ($= 3t$) is therefore about 7 min. Reducing the gas flow to 100 mL min$^{-1}$ increased $t$ to $(203 \pm 1)$ s ($n = 3$). In the limit where the water flow rate is much higher than the gas exchange rate, the value for $t$ depends on the transfer coefficient $k$ (Rafelski et al., 2012). Presumably, at the higher gas flow rate enhanced turbulence increased the efficiency of gas transfer between water and gas. Therefore, the needle valve will be removed during future deployments to reduce delays in the system’s response to changing N$_2$O concentrations in the environment.

3.2 Precision and accuracy

Under field conditions during AMT20, the difference between two subsequent calibration measurements, spaced 40 min apart, was on average 0.2 nmol mol$^{-1}$ or better. Over the course of the field campaign, substantial long-term drift was encountered as discussed in Sect. 3.3. As this drift was due to a faulty laser and not the measurement system itself, it is not further discussed in this section. After the replacement of the laser, the analyser was used during a research cruise in the Weddell Sea (JR255A). Three reference gases were used and precision for corrected dry mole fraction values over the length of the field campaign was 0.9 nmol mol$^{-1}$ (0.3%) or better for all three gases ($n = 19$).

Measurements of atmospheric N$_2$O mole fractions during AMT20 and JR255A were used for comparison with data of selected Advanced Global Atmospheric Gases Experiment (AGAGE) stations (Prinn et al., 2000). Dry mole fractions were corrected for instrument drift and offset with the calibration measurements. During AMT20, mole fractions of N$_2$O measured in marine background air were $(323.2 \pm 0.5)$ nmol mol$^{-1}$ throughout the cruise. An interhemispheric difference of slightly less than 1 nmol mol$^{-1}$ was expected (Butler et al., 1989; Rhee et al., 2009), but did not show in the data. This small difference might have not been captured due to the analyser drift described
below. The measured atmospheric mole fractions of \((325.2 \pm 0.5) \text{ nmol mol}^{-1}\) agree within measurement uncertainties with mean values for October and November of the AGAGE stations Mace Head for the Northern Hemisphere \((324.1 \pm 0.7) \text{ nmol mol}^{-1}\) and Cape Grim for the Southern Hemisphere \((322.9 \pm 0.3) \text{ nmol mol}^{-1}\), data from http://agage.eas.gatech.edu/data_archive) (Fig. 6). During JR255A, measured \(\text{N}_2\text{O}\) mole fractions in air were \((323.9 \pm 1.3) \text{ nmol mol}^{-1} (n = 11)\), which is consistent with the value of \((323.9 \pm 0.5) \text{ nmol mol}^{-1}\) measured at Cape Grim in January 2012. The slightly poorer precision for air measurements in the Weddell Sea might be due to the position of the air intake. On board the RRS James Cook the inlet was located at the bow of the ship, while air was drawn from the starboard side of the bridge on the RRS James Clark Ross. Traces of the ship’s exhaust might have entered the measurement line at times, leading to more variable results. However, the measurement uncertainty for JR255A is on the order of 0.4 % and therefore still very good.

The equilibrator type used for seawater measurements is described in Cooper et al. (1998). The authors found no systematic differences for \(\text{CO}_2\) measurements made with this equilibrator compared to shower-head equilibrators. As the solubility characteristics of \(\text{N}_2\text{O}\) are similar to \(\text{CO}_2\) (Weiss and Price, 1980), no bias is expected to be introduced by using this equilibrator type and the equilibrator efficiency should be similar.

Discrete water samples for \(\text{N}_2\text{O}\) isotope measurements were collected during JR255A. Three depth casts were overlapping with the analyser data and concentrations in surface samples are compared to the on-line data (Table 1).

Concentrations measured with GC-MS were \((1.3 \pm 0.9) %\) higher than those obtained with the LGR \(\text{N}_2\text{O}\) analyser. Although the values are still overlapping in terms of the 2 % measurement uncertainty associated with the GC-MS measurements, this could point towards laboratory air being drawn into the equilibrator through the vent. Another potential explanation could be the consumption of \(\text{N}_2\text{O}\) in anoxic biofilms within the ship’s seawater pipes (Juranek et al., 2010). In future, GC-MS or GC-ECD samples
from the pumped seawater supply should be compared with analyser and CTD data to resolve the origin of the small offset between the two methods.

### 3.3 AMT20 results

The coupled system of N₂O analyser and equilibrator was tested in the field for the first time during AMT20 in boreal autumn 2010. The system worked well initially, but two problems occurred: (1) it was difficult to keep the water flow through the equilibrator constant (see Sect. 2.2), which led to pressure variations in the equilibrator and spurious results; (2) the measured values for the N₂O reference gas drifted (Fig. 7).

Short-term drift was negligible, though, as discussed in Sect. 3.2. Therefore, the reference gas measurements could be used to fully correct air and equilibrator measurements for analyser offset and drift, using linear interpolation between calibrations (see also Fig. 6). The instrument drift was caused by a gradual change of the laser tuning (R. Provencal, personal communication, 2010). The laser was replaced after AMT20 and the analyser has been stable since.

Measurements of dissolved N₂O in the surface ocean were collected between 24°N and 39°S. Due to the problems with the laser no data was collected between 4°N and 2°S and between 5° and 14°S (Fig. 4). N₂O concentrations in surface waters ranged from 5.5 to 8.6 nmolL⁻¹, with lowest average concentrations measured in the North Atlantic Gyre between 24 and 11°N (Fig. 8, Table 2). Surface waters were slightly undersaturated. However, towards the southern limb of the gyre, an increase in N₂O saturations above mean values of 99.0 % were observed on three occasions between 20 and 11°N. These periods lasted 14, 4 and 12 h respectively, while saturations increased to up to 104 % (Fig. 9b, arrows).

Potential sources for N₂O could be entrainment of deep waters into the mixed layer or advection from the oxygen minimum zone of the Mauritanian upwelling. Another potential source could be in situ production by nitrification or nitrifier-denitrification. High rates of nitrogen fixation were previously observed in this region (Moore et al., 2009) and could provide a substrate for N₂O producing bacteria. Forster et al. (2009)
found average saturations of 104% during spring but 97% saturation during autumn in the latitude band between 26 and 11° N, comparable to the 99% mean saturation measured in autumn for this study. More data are needed to confirm whether there is a real seasonal trend towards lower N₂O saturations in the North Atlantic Gyre during boreal autumn.

Highest saturations of up to 107% were found close to the equator. However, average saturations for the equatorial region between 11° N and 5° S were only 100.4%. Surface saturations of 104–109% on average were previously reported for this region (Walter et al., 2004; Forster et al., 2009; Oudot et al., 2002). Rhee et al. (2009) found maximum saturations of 110% at the equator. Unfortunately, no data could be collected directly at the equator, due to analyser maintenance between 5° N and 2° S. High surface saturations can be expected due to equatorial upwelling of N₂O-rich waters. N₂O saturations of 99.3% and the lowest N₂O concentrations were measured between 10.6–5.8° N and 27.5–31.5° W, associated with low salinities. Walter et al. (2004) observed similarly low saturations of about 100% in this region and related it to a retroflexion of the North Brazil Current, advecting low-salinity Amazon plume waters into the North Equatorial Counter Current (NECC).

N₂O concentrations increased south of 14° S and reached mean values of 7.7 nmol L⁻¹ between 25 and 39° S. While surface waters in the latitudinal band of 14–25° S were on average in equilibrium with the atmosphere, saturations decreased south of 25° S (Fig. 9b) as water temperature decreased. Mean saturations between 14 and 39° S were 99.7%, similar to 101% saturation observed in austral spring (Forster et al., 2009; Rhee et al., 2009), while average saturations in austral autumn were higher (104%, Forster et al., 2009) This was attributed to accumulated N₂O production during spring and summer.

Eddies can bring thermocline waters with higher nutrient and N₂O concentrations into the mixed layer (McGillicuddy et al., 2007). This might stimulate in situ N₂O production from remineralisation of additional biomass as well as increase the mixed layer inventory simply due to mixing with deeper waters with higher
N$_2$O concentrations. Satellite altimeter products from Ssalto/Duacs (gridded sea level anomalies, 1/3° × 1/3° grid, http://www.aviso.oceanobs.com/en/data/products/sea-surface-height-products/global.html) were used to trace eddies. No clear relationship between sea level anomalies (SLA) and saturations was observed in the northern gyre (Fig. 10). Between 28 and 36° S, however, higher N$_2$O saturations seem to be associated with negative SLAs, while lower saturations occur with positive SLAs. This could point towards upwelling eddies, introducing waters with higher N$_2$O concentrations, possibly originating from the Benguela upwelling, to the South Atlantic gyre region.

Generally, oligotrophic gyres are expected to be weak N$_2$O sinks, especially in winter, due to thermal effects, with a potential for weak sources in summer while coastal and equatorial upwelling zones are sources of N$_2$O (Nevison et al., 1995; Suntharalingam and Sarmiento, 2000). The gyres in both hemispheres were acting as sinks for atmospheric N$_2$O at the time of the survey, due to slightly undersaturated surface waters (Fig. 9). Average fluxes for the region between 24–11° N were ($-0.14 \pm 0.31$) µmol m$^{-2}$ d$^{-1}$ and ($-0.16 \pm 0.33$) µmol m$^{-2}$ d$^{-1}$ for 14–39° S (Table 2). For comparison, Forster et al. (2009) observed negative sea-to-air N$_2$O fluxes between $-0.02$ and $-0.04$ µmol m$^{-2}$ d$^{-1}$ between 26 and 11° N during autumn, corresponding to weak N$_2$O uptake. Fluxes in spring were positive. The southern gyre was found to be a source of N$_2$O at all times. They pointed out, that emissions in spring were four times higher between 6–40° S than in autumn, rather due to varying N$_2$O inventories in the mixed layer than to changing wind speeds. This points towards remarkable inter-annual differences in the oceanic N$_2$O source and, as shown in this study, also intra-annual variation.

The equatorial region was a source of N$_2$O to the atmosphere where high surface saturations coincided with relatively high wind speeds. The average flux was (0.53 µmol m$^{-2}$ d$^{-1}$ between 10° and 3° N, which is most likely an underestimation, due to analyser downtime. Comparable values of 0.52 µmol m$^{-2}$ d$^{-1}$ for the latitudinal band between 12–1.5° N (Walter et al., 2004). For latitudes between 11° N and 5° S, the
Western Tropical Atlantic Longhurst province, emissions of \((0.11 \pm 0.26) \, \mu\text{mol m}^{-2} \text{d}^{-1}\) were measured. For comparison, \(0.16–0.33 \, \mu\text{mol m}^{-2} \text{d}^{-1}\), were previously reported from the Atlantic Ocean during austral spring (Forster et al., 2009). There might be seasonal variability, as higher emissions were observed during austral autumn \((1.17–2.13 \, \mu\text{mol m}^{-2} \text{d}^{-1}\), Forster et al., 2009).

Generally, saturations reported here are within the lower range of previously published values for the tropical and subtropical Atlantic which might be due to \(N_2O\) consumption in anoxic biofilms within the pumped seawater system as discussed above.

4 Summary and conclusions

Laboratory and field test showed that the Los Gatos \(N_2O/CO\) analyser can be coupled with an equilibrator to reliably measure both, atmospheric and marine \(N_2O\) concentrations. Small-scale changes of concentrations could be observed, giving a very detailed picture of the marine \(N_2O\) budget. This is important for monitoring environments that are highly variable in space and time.

The system is virtually ready for deployment on platforms of opportunity as shown for a similar setup for methane and carbon dioxide measurements (Gülzow et al., 2011). It records high-resolution data while operation is low maintenance and can be easily automated. This is an advantage to labour intensive discrete sampling techniques. Calibration can be automated and atmospheric and marine dissolved gas measurements can be analysed in alternation using the same instrument. The resolution of the described system is good (relaxation time of 140 s for a headspace flow rate of 400 mL min\(^{-1}\)), but response times could be reduced further by increasing the headspace flow, decreasing the headspace volume or, potentially, by decreasing the instrument operating pressure and measurement cell volume. The instrument is protected from water by a cold trap and a solenoid valve connected to a humidity detector. The cold trap currently requires manually draining every 2–3 days, but this could be automated as for \(CO_2\) analysers. Another remaining operator-dependent task is cleaning
of the seawater flow regulator, which could be avoided by using screens and pre-filters. However, this is a problem common to all equilibrator techniques. Measurements of depth profiles would require large sample sizes or a pumped CTD due to the relatively long relaxation time of the equilibrator. For depth profiles, headspace sampling would therefore be the preferred option.

The laser drift experienced during AMT20 does not relate to the experimental setup and the instrument has been deployed successfully after laser replacement without further issues. Although no direct GC-ECD measurements were carried out during AMT20, and only few overlapping GC-MS measurements during JR255A, saturation values from measurements with the analyser-equilibrator setup are comparable to previous studies using gas chromatography and the agreement with atmospheric AGAGE measurements is excellent. Although more data points over a wider range of concentrations comparing measurements of the \( \text{N}_2\text{O} \) analyser to other methods would be desirable, this small dataset gives a first indication that the analyser data and the applied corrections result in realistic values for environmental measurements. Further data comparison with GC-ECD measurements in the laboratory and during field campaigns should be implemented in the future. Another interesting test would be comparing the performance of this coupled equilibrator-analyser setup with other equilibrator types and laser-based \( \text{N}_2\text{O} \) analysers of different manufacturers.
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Table 1. Comparison between ICOS and GC-MS measurements during JR255A. Sampling time (GMT) and position for the three depth casts overlapping with analyser measurements. $c_{eq}$ is the equilibrium concentration for atmospheric N$_2$O based on sea surface temperature ($\theta_0$), salinity ($S_0$) and atmospheric pressure ($p_{atm}$).

<table>
<thead>
<tr>
<th>Date and time</th>
<th>Latitude/°S</th>
<th>Longitude/°W</th>
<th>$\theta_0$/°C</th>
<th>$S_0$</th>
<th>$p_{atm}$/kPa</th>
<th>$c$(N$_2$O, LGR)/nmolL$^{-1}$</th>
<th>$c$(N$_2$O, GC-MS)/nmolL$^{-1}$</th>
<th>$c_{eq}(\theta_0, S_0, p_{atm})$/nmolL$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>23 Jan 2012 19:53</td>
<td>63.4</td>
<td>53.0</td>
<td>0.56</td>
<td>34.31</td>
<td>101</td>
<td>15.44 ± 0.02</td>
<td>15.8 ± 0.3</td>
<td>14.9 ± 0.2</td>
</tr>
<tr>
<td>24 Jan 2012 03:48</td>
<td>63.5</td>
<td>52.1</td>
<td>0.24</td>
<td>34.02</td>
<td>101</td>
<td>15.36 ± 0.02</td>
<td>15.6 ± 0.3</td>
<td>15.1 ± 0.2</td>
</tr>
<tr>
<td>25 Jan 2012 06:35</td>
<td>63.3</td>
<td>53.3</td>
<td>0.46</td>
<td>34.28</td>
<td>100</td>
<td>15.52 ± 0.02</td>
<td>15.6 ± 0.3</td>
<td>15.0 ± 0.2</td>
</tr>
</tbody>
</table>
Table 2. Mean $N_2O$ concentration, saturation and air-sea flux for the northern gyre (24–11° N), equatorial region (11° N–5° S, with gaps between 4° N and 2° S) and southern gyre (14–39° S).

<table>
<thead>
<tr>
<th>Region</th>
<th>$c(N_2O)/$ (nmol L$^{-1}$)</th>
<th>$s(N_2O)/$ (%)</th>
<th>$\phi/$ (µmol m$^{-2}$ d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24–11° N</td>
<td>5.8 ± 0.1</td>
<td>99.0 ± 1.6</td>
<td>−0.14 ± 0.31</td>
</tr>
<tr>
<td>11° N–5° S</td>
<td>5.8 ± 0.2</td>
<td>100.4 ± 1.8</td>
<td>0.11 ± 0.26</td>
</tr>
<tr>
<td>14–39° S</td>
<td>7.1 ± 0.7</td>
<td>99.7 ± 1.0</td>
<td>−0.16 ± 0.33</td>
</tr>
</tbody>
</table>
Fig. 1. Setup for laboratory tests. V1 and V2: 4-port 2-position valves. Arrows indicate gas flow through the equilibrator. The vent is a 3 m long coiled 1/8 inch (outer diameter) plastic tube to allow for volume and pressure changes of the equilibrator headspace due to variations in gas tension.
Fig. 2. N$_2$O mole fractions during step experiment for determination of $\tau$. Equilibrated water flowing through the equilibrator is replaced with water containing higher N$_2$O concentrations.
Fig. 3. Underway setup for field deployment during AMT20. Two manual 3-port valves allow switching between measurements of the equilibrator headspace, marine air, and dry air.
Fig. 4. Cruise track of AMT20. Thick grey lines indicate positions of measurements with the N$_2$O analyser.
Fig. 5. Comparison of N$_2$O flux calculated from instantaneous (top panel) and 30 day averaged wind speeds (bottom panel).
Fig. 6. N$_2$O mole fractions measured during AMT20 in tropospheric air. Open circles are raw measurement values before drift and offset corrections, filled circles are fully corrected values.
Fig. 7. Measured mole fractions for the reference gas during the transect. Nominal value of 323.7 nmol mol$^{-1}$ indicated by grey line.
Fig. 8. $N_2O$ concentrations in surface waters during the cruise.
Fig. 9. (A) Sea-to-air $\text{N}_2\text{O}$ flux, grey line denotes zero flux. Positive values indicate fluxes from sea to air. (B) Surface water saturations, equilibrium saturation 100% indicated by grey line, arrows mark saturation-peaks between 20–10° N (see text for details). (C) Wind speed at 10 m height from ECMWF climatology for AMT20. (D) Sea surface temperature at inlet.
Fig. 10. Meridional variations in sea level height anomaly (grey line, left axis) and N$_2$O saturation (black dots, right axis).