TUTORIAL
To the Interface Gas Flux model and DDF software

By Vasco Manuel Nobre de Carvalho da Silva Vieira

It is the objective of this tutorial to explain the conceptual organization and functioning of the software package that executes the estimation of a gas flux across the air‑water interface and its partitioning into contributions by different environmental variables. The software is a package of 10 executable files, each with a specific function, which interact to provide the desired results. Besides specific functions, the files also follow a hierarchy (Figure 1). In order to run the software the file extensions must be changed to ‘m’. Their current ‘asv’ extensions allow opening and editing with a common text editor.
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Figure 1 – Conceptual framework of the software package to estimate the gas flux in the air‑water interface (black and blue network) and the Decomposition of the Difference between the gas Flux in the reference and alternative situations (black and red network).
The settings child files

There are 3 files which only function is to provide information necessary for the other files to do the calculus. These are:
1
The “NumericalOptions.m” file provides the numerical options for the calculus of both the gas flux and the Decomposition of the Difference between the gas Fluxes (DDF). These options include the type of model, the flux units, the environmental variables units, the equations for the solubility and the transfer velocities and, in the case the DDF is run, also the settings for the numerical estimation of the partial derivatives. These options are meant to be edited by the user in the file. In the DDF options, the variables that are not to be used should have their ‘n’ and ‘theta’ entries set to zero, otherwise the calculus wastes enormous useless time.
2
The “Constants.m” file provides the values of the universal constants needed for the implementation of the CO2 flux model. These values are not to be edited by the user unless he wants to apply it to another gas besides CO2. When that is the case the user should consult the works by Sander (1999) and Johnson (2010).
3 The “Variables.m” file provides the values for the environmental variables that have an influence on the outcome of the gas flux model. These values must be edited by the user. There are 15 possible variables but some are mutually exclusive with the model automatically detecting which ones to use. Only if the roughness length (z0) is not provided (=NaN) the model will try to estimate it from the significant wave height (Hs) and the peak wave length (Lp). Only if the Monin-Obhukov length (MO_L) is not provided (=NaN) the model will try to estimate it from the vertical heat flux (vhf).
3.1 If the model is meant to be used only once in order to yield one estimate of the gas flux, each variable has only one value. As an example, it may be declared directly as 
· Ta=25;

· Ta=Data(2,13), if air temperature is in the 2nd row and 13th column of the Data numeric array;

· Ta=cell2mat(Data(2,13)) if Data is a cell array.

3.2 If the model is meant to be used several times in order to yield a time series of the gas flux, each variable has one row vector. As an example, it may be declared as:

·  Ta=[25.4 26 26.3 27];

· Ta=Data(2,[13:15 17]), if air temperature is in the 2nd row and 13th to 15th plus 17th columns of the Data numeric array;

· Ta=cell2mat(Data(2,[13:15 17])), if the Data is a cell array.

The software considers a time series as the distinct columns of the same line. If in the original Data array the time series is disposed along a column, it must be transposed with the (‘) operator as in Ta=Data(5:7,4)’. In this example it is transposed to a row vector the air temperature stored in the 5th to 7th lines of the 4th column of the Data numeric array.

3.3 Otherwise, the model is meant to estimate the contributions of each variable to the gas flux difference between a reference situation and alternative situation(s), and over time. In this case each variable has an m‑by‑n matrix of values. The values on the first line belong to the reference situation. The values on lines 2 to m belong to the m-1 alternative situations, each to be compared with the reference. The values on columns 1 to n belong to the n time steps. As an example, it may be declared as:

· Ta=[25.4 26 26.3 27; 12 12.5 13 13];

· Ta=[Data(2:10,13) Data(11:19,13) Data(20:29,13)]’ if the air temperature time series are in the 13th column of the Data numeric array, the reference situation is in lines 2 to 10, a first alternative situation is in lines 11 to 19 and a second alternative situation is in lines 20 to 29;

· Ta=cell2mat([Data(2:10,13) Data(11:19,13) Data(20:29,13)]’) if the Data is a cell array.

The calculus child files
There are 4 files which only functions are to do the calculus for the gas flux model and are not to be edited by the user. These are:

1 The “kHExe.m” file executes the calculus for the gas solubility (kH).

2 The “kaExe.m” file executes the calculus for the gas transfer velocity in the air phase (ka) provided the double layer model option was chosen. The choice of an air‑side transfer velocity (ka) is mandatory. The choice of a drag coefficient (CD) formulation is optional as it is only required for the estimate of the friction velocity (u_) and if the Wind Log‑Linear Profile formulation is not used instead. All choices must be stated in the “NumericalOptions.m” file. Furthermore, this file does the calculus for the atmospheric related variables, that is, z0, LMO, αAS and conversions between u10 and u*. So, if any of these are meant to be implemented, the model must be “double layer”.
2.1 The ka formulation may be dependent on air temperature, pressure and wind velocity 10m above sea-surface (u10) or friction velocity (u_). The latter case enables to account for the effects of roughness length (z0) and atmospheric stability (MO_L). It may be estimated accordingly to:
· 'Dea91': Duce et al (1991), dependent on u10.
· 'Joh10': Johnson (2010) mechanistic formulation accounting for the effects of u10 together with air temperature, pressure, density, dynamic and kinematic viscosities and diffusivity.
· 'Lis73': Liss (1973), dependent on u10.
· 'M&Y83': Mackay & Yeun (1983), dependent on u_ for wind speeds between 5 and 22 m/s.
· 'Sea02': Shahin et al 2002, dependent on u10.
· 'J_COA': Johnson (2010) adaptation of COARE, dependent on u_.
2.2 The drag coefficient may be estimated accordingly to:

· ‘Dea91’: Duce et al (1991)

· ‘M&Y83’: Mackay & Yeun (1983) fit to wind tunnel data

· ‘Smi80’: Smith (1980) fit to environmental conditions

· ‘T&Y01’: Taylor & Yelland (2001) fit to deep water wind waves with 5<u10<30 m/s.

3 The “kwExe.m” file executes the calculus for the gas transfer velocity in the water phase (kw) independently of the single or double layer model option chosen. The calculus includes the estimation of the water‑side transfer velocity (kw) due to the effect of wind (kwwind), current drag with the bottom (kwcurrent) and chemical enhancement factor (α). All choices are mandatory and must be stated in the “NumericalOptions.m” file.
3.1 The kwwind term may be dependent on wind velocity 10m above sea-surface (u10) or friction velocity (u_). The latter case enables to account for the effects of roughness length (z0) and atmospheric stability (MO_L). It may be estimated accordingly to:
· ‘Bea04’: Borges et al (2004), dependent on u10, from data on estuarine environments.

· ‘Cea96’: Carini et al (1996), dependent on u10, from data on estuarine environments.
· ‘L&M83’: Liss and Merlivat (1983), dependent on u10.
·  ‘M&Y83’: Mackay and Yeun (1983) dependent on u_ with drag coefficient estimated according to ‘M&Y83’ (best fit to wind tunnel data) or ‘Smi80’ (extrapolated to environmental conditions).

· ‘MY83W’: Mackay and Yeun (1983) extrapolated from Wolff & Heidje (1982), dependent on u10.
· 'McG01': McGillis et al (2001), dependent on u10.

· ‘Nea00': Nightingale et al (2000), dependent on u10.
·  'R&C01': Raymond & Cole (2001), dependent on u10.
·  'Sea07': Sweeney et al (2007), dependent on u10.
·  'Wan92': Wanninkhof (1992), dependent on u10.
·  'Zea03': Zhao et al (2003) dependent on u_.
·  'ZoJ03': Zhao et al (2003) on data from Jähne et al (1985), dependent on u_.
·  'ZRb03': Zhao et al (2003) dependent on u_ and with the breaking wave parameter.

3.2 The chemical enhancement factor may be estimated accordingly to:

· 'Bea04': Borges et al (2004), empirical formulation accounting for the effects of water temperature and salinity.
· 'Cea96': Carini et al (1996), empirical formulation accounting for the effect of water temperature.
· 'Joh10': Johnson (2010), mechanistic formulation accounting for the effects of water temperature, salinity, density, dynamic and kinematic viscosities and diffusivity.
· 'R&C01': Raymond Cole (2001), empirical formulation accounting for the effects of water temperature and salinity.

3.3 The water diffusivity is dependent on the water temperature, salinity and dynamic viscosity and may be estimated accordingly to:
· 'H&L74': Hayduk & Laudie (1974).
· 'H&M82': Hayduk & Minhas (1982).
· 'W&C55': Wilkie & Chang  (1955).

3.4 The kwcurrent may be estimated accordingly to O’Connor and Dobbins (1958).

4.
The “FluxExe.m” file executes the calculus for the gas flux once the gas concentrations, solubility and transfer velocities were provided.
The grand parent file starting the analysis
The “ControlBridge.m” file commands the analysis. The name was chosen with respect to ships and marine science. In the top section the user edits whether he wants to do a single estimate of the gas flux (“Flux” option) or to estimate the Decomposition of the Difference between two Fluxes into the “packages” attributable to the differences in each variable by means of a Taylor expansion of the gas flux model (“DDF” option). The bottom section manages the analysis. It starts by calling the information provided by “NumericalOptions.m” file, the “Constants.m” file and the “Variables.m” file. Once this information is available, it proceeds to the calculus. If the “Flux” option was chosen, it invokes the “GasFluxModelExe.m” file to execute the analysis. Otherwise, if the “DDF” option was chosen, it invokes the “TaylorExe.m” file to execute the analysis. These two files are also the only ones able to delete variables.

The calculus parent files
There are two mutually exclusive files that control the calculus. Which one is activated is defined in the grand parent file “ControlBridge.m” starting the analysis.

1.
The “GasFluxModelExe.m” file does the units conversions of the given variables and constants to their appropriate forms for each step. It manages this information and calls the “kHExe.m” file, the “kaExe.m” file, “kwExe.m” file and the “FluxExe.m” file, each at its appropriate time, to give simple estimates of the gas fluxes. It them stores the results.
2.
The “TaylorExe.m” file goes through each site at each time. It starts by doing the units conversions of the given variables and constants to their appropriate forms for each step. Then, it calls the “kHExe.m” file, the “kaExe.m” file, “kwExe.m” file and the “FluxExe.m” file to give an estimate of the gas flux for the reference and alternative situations. Finally, it estimates the decomposition of the difference in the gas flux between the reference site and each alternative site. It is given the error of the estimates according to two criteria:
· ‘error1’ gives the error from the original Taylor expansion while ‘error2’ gives the error from the estimate once multivariate terms have been partitioned among independent variables. The ‘error1’ and ‘error2’ should be equal.

· The ‘_absolute’ gives the absolute error (or differential between the estimates) by the formula ‘_absolute’=ΔF-DDF=F(b)-F(a)-sum(‘Taylor expansion’). The ‘_relative’ tells what proportion of the ΔF was not accounted by the DDF. This proportion is given by ‘_relative’=‘_absolute’/ΔF=1- DDF/(F(b)-F(a)).
